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AnomalyNet: An Anomaly Detection
Network for Video Surveillance

Joey Tianyi Zhou , Jiawei Du, Hongyuan Zhu, Xi Peng , Yong Liu, and Rick Siow Mong Goh

Abstract— Sparse coding-based anomaly detection has shown
promising performance, of which the keys are feature learning,
sparse representation, and dictionary learning. In this paper,
we propose a new neural network for anomaly detection (termed
AnomalyNet) by deeply achieving feature learning, sparse repre-
sentation, and dictionary learning in three joint neural processing
blocks. Specifically, to learn better features, we design a motion
fusion block accompanied by a feature transfer block to enjoy the
advantages of eliminating noisy background, capturing motion,
and alleviating data deficiency. Furthermore, to address some
disadvantages (e.g., nonadaptive updating) of the existing sparse
coding optimizers and embrace the merits of neural network (e.g.,
parallel computing), we design a novel recurrent neural network
to learn sparse representation and dictionary by proposing an
adaptive iterative hard-thresholding algorithm (adaptive ISTA)
and reformulating the adaptive ISTA as a new long short-term
memory (LSTM). To the best of our knowledge, this could be
one of the first works to bridge the �1-solver and LSTM and may
provide novel insight into understanding LSTM and model-based
optimization (or named differentiable programming), as well as
sparse coding-based anomaly detection. Extensive experiments
show the state-of-the-art performance of our method in the
abnormal events detection task.

Index Terms— Video surveillance, anomaly detection, recurrent
neural network based sparsity learning.

I. INTRODUCTION

W ITH the increasing demand for security, surveillance
cameras have been widely deployed as the infrastruc-

ture for video analysis. One major challenge faced by surveil-
lance video analysis is detecting abnormal events (see Figure 1
for an intuitive illustration), which requires exhausting human
efforts. Fortunately, such a labor-intensive task can be recast as
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an anomaly detection problem [1]–[3] which aims to identify
unexpected evens or patterns. Anomaly detection differs from
the traditional classification problem in the following aspects:
1) It is very difficult to list all possible negative (anomaly)
samples. 2) It is a daunting task to collect sufficient negative
samples due to the rarity. To achieve anomaly detection, one
of the most popular methods is using the videos of normal
events as training data to learn a model, and then detecting
the abnormal events which would do not conform the learned
model.

Following the aforementioned strategy, sparse coding has
successfully applied to anomaly detection [4], [5], which
consists of dictionary learning and sparse representation. To be
specific, sparse coding based anomaly detection (SCAD) first
learns a dictionary from a training data set that only consists
of normal events and then discovers the abnormal events that
cannot be exactly reconstructed by a few of atoms of the
learned dictionary. In other words, SCAS assumes that an
abnormal event always leads to a large reconstruction error
since it does not appear in the training data. Furthermore,
extensive studies [5]–[7] have proved that well-established fea-
tures could remarkably improve the performance of anomaly
detection, namely, feature learning and sparse coding have lay
onto the heart of SCAD.

During past decades, a variety of features have been widely
used in SCAD. For example, histogram of oriented gradi-
ents (HOG) [8], 3D spatiotemporal gradient [9], and the
histogram of oriented flows (HOF) [10] have been extensively
used in [6] and [11]–[13]. The major disadvantage of these
works is that the used features are handcrafted while data-
driven ones are more favorable since the latter could lead to
better performance. To enjoy the representative capacity of
neural networks, some recent works tried to marriage deep
learning and anomaly detection. For example, [14] and [15]
proposed a neural network which consists of a recurrent
neural network (RNN) accompanied with convolutional filters.
Their methods could adaptively learn long range contextual
dynamics so that the motion and the appearance are implicitly
encoded. Although these methods have shown promising per-
formance, they have suffered from following two limitations.
On the one hand, motions and appearances are encoded
by the RNN and the convolutional filters separately, which
implies that the spatial-temporal relations between motions
and appearances are broken. As a result, inferior performance
may be achieved. On the other hand, the features are typically
learned from scratch without considering the well-established
pre-trained model from relevant related tasks. Numerous
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Fig. 1. Normal events vs. abnormal events. The first and second row corresponds to Avenue and Pedestrian dataset, respectively. From the abnormal frames,
we observe that either of motion and appearance is important for anomaly detection. For example, the running and the car appeared in the pedestrian lane
are considered as abnormal motion and object respectively since they are not included in the normal events defined by the training data.

studies [5], [16] have shown that transferable models could
remarkably improve the performance of methods.

To address the above limitations, we propose a new feature
learning network which consists of motion fusion block and
feature transfer block. Specifically, the motion fusion block
compresses video clips into a single image while suppress-
ing the irrelevant background. As a result, the motion and
appearance can be simultaneously fused into a single image
(See Fig. 6). By feeding the compressed images into the
feature transfer block, the spatial-temporal (i.e., appearance
and motion) features are extracted based on a transferable
model. In other words, we utilize knowledge from other related
tasks/domains to boost the performance of feature learning.

As one key technique adopted by SCAD, sparse coding
requires solving an �1-regularization optimization accompa-
nied by dictionary learning, which is computationally ineffi-
cient, especially in the scenario of video analysis. Although a
number of methods have been proposed [17], [18], they have
still suffered from following four limitations.

• Most existing �1-solvers such as the well-known iterative
hard-thresholding (ISTA) [19] employ a non-adaptive
updating approach by updating the parameters on each
dimension with a fixed learning rate. In practice, this
strategy may not be optimal in some cases and lead to
inferior performance, for example, sparse/big data usually
requires the per-dimension updating scheme for saving
cost and memory.

• The �1-solvers such as ISTA do not consider the historical
information when designing the updating rules. A lot of
studies in the optimization community [20]–[22] have
proved that incorporating historical information is helpful
to improve the convergence performance of algorithms.

• It is very computationally expensive in predicting sparse
codes in inference. For each data point, the time com-
plexity for sparse coding is proportional to the size and
dimension of the used dictionary, as well as the input
dimension.

• Dictionary learning and sparse representation are con-
ducted in an iterative way. In other words, all traditional
�1-solvers may lead to a good sparse representation but
will never give a desirable dictionary since sparse repre-
sentation and dictionary learning are treated separately.

To overcome the first two limitations, we propose a novel
�1-solver, termed adaptive ISTA, by introducing an adap-
tive momentum vectors to enable per-parameter updates and
encapsulate the historical information. Accompanying with
advantages of the adaptive ISTA, the disadvantage is the
difficulty in the optimization of parameters. To be specific,
our adaptive ISTA needs automatically learning ds parameters,
whereas ISTA only involves one parameter, where ds is the
dimension of sparse codes. To further overcome the difficulty
in optimization and the last two aforementioned limitations,
we recast our adaptive ISTA as a novel recurrent neural
network unit (RNN), termed sparse long short term memory
(SLSTM) which could be regarded as a variant of long short
term memory (LSTM) [23]. Specifically, the adaptive momen-
tum vectors act as the input and forget gates in the proposed
SLSTM. Benefiting from the new formulation, the dictionary
and sparse codes are simultaneously optimized, which corre-
spond to the weight and outputs of SLSTM respectively. With
the proposed SLSTM unit, we build a neural network (termed
SC2Net) to achieve sparse codes in an unsupervised end-to-
end manner and use SC2Net as the sparse coding block for
anomaly detection.

Unlike the traditional �1-solvers such as ISTA, SLSTM
could address the above four limitations using a novel recur-
rent neural network. Comparing with LSTM, the proposed
SLSTM could perform sparse coding in a different struc-
ture. Comparing with existing RNN-based �1-solvers such
as Learned ISTA (LISTA) [24], the major differences are in
following aspects. First, SLSTM achieves sparse codes using
an LSTM unit instead of a simple RNN unit. In consequence,
SLSTM is able to capture historical information which is help-
ful in speeding up the convergence and improving the perfor-
mance of our model. In other words, LISTA still suffers from
the first two aforementioned limitations like ISTA, whereas
our SLSTM does not. Second, the proposed SC2Net does
not depend on other sparsity optimizers. In contrast, LISTA
requires using the sparse codes given by other �1-solvers such
as ISTA as the supervisor. Such differences make our method
working in an end-to-end manner possible.

Based on the aforementioned feature extraction network
and optimization network, we propose a new model, termed
abnormal event network AnomalyNet to detect abnormal
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Fig. 2. Conceptual illustration of AnomalyNet.

events in videos (see Figure 2). The proposed AnomalyNet
consists of feature extraction network and the optimization
network. To be specific, the feature extraction network consists
of the motion fusion block and the feature transfer block. The
optimization network is built based on the proposed SLSTM
for sparse coding. The major contributions of our work could
be summarized as follows:

• To address three challenges in sparse coding based anom-
aly detection, We propose a novel deep neural network,
termed AnomalyNet, which is a unified framework con-
sisting of motion fusion block, feature transfer block and
coding block. To be specific, the motion fusion block
aims at fusing the appearance and motion information of
moving object. The feature transfer block aims to learn
a good feature by exploiting the transfer learning ability
of deep neural networks, thus alleviating the scarcity of
labeled training data. The coding block is a novel neural
network which could perform fast inference to achieve
sparse coding and thus efficiently detect the abnormal
events.

• A novel optimizable network for sparse coding is
proposed and applied for anomaly detection. More specif-
ically, we develop a novel variant of �1-solver by
introducing the adaptive momentum vectors into the
well-known ISTA [19]. The proposed solver (i.e., adaptive
ISTA) enables per-parameter updating and encapsulating
the historical information into the optimization procedure,
thus leading to faster convergence speed and better perfor-
mance. More interestingly, we unfold the adaptive ISTA
as a neural network (i.e., SLSTM) and show it is a variant
of the well-known LSTM. To the best of our knowledge,
this could be the first work to bridge the traditional sparse
optimization methods and LSTM and may provide novel
insights and understandings in model-based optimization
and LSTM.

The paper is a substantial extension of our conference
work [25] with further improvements given below. First,
we design a new algorithm for anomaly detection by introduc-
ing a novel feature extraction network for video surveillance.
In contrast, [25] only recasts sparse coding as a neural network

(i.e., SC2Net), which does not involve the anomaly detec-
tion task. Clearly, it is impossible to detect abnormal events
using SC2Net. Second, we present an analysis on SC2Net
to explain its effectiveness from the perspective of restricted
isometry property (RIP) condition [26], which is important to
understanding the working mechanism of our model. Third,
the experimental evaluations are totally different. This paper
involves new baselines and four abnormal event detection
benchmarks, whereas [25] employs SC2Net for image clas-
sification only.

II. RELATED WORK

This work mainly involves anomaly detection oriented fea-
ture learning, sparse coding (i.e., sparse representation and
dictionary learning), and RNN-based optimizers (i.e., LISTA
and its variants). In this section, we briefly introduce these
three topics one-by-one.

A. Feature Learning for Anomaly Detection

Most existing works combine handcrafted features and
spatial-temporal information to represent videos for anomaly
detection, such as histogram of oriented gradients (HOG) [27],
3D spatiotemporal gradient [28], histogram of oriented track-
lets (HOT) [29], and histogram of optical flows [30]. The
major disadvantage of these methods is that hand-crafted
feature based methods cannot give a desirable performance
in complex real-world situations.

To embrace the data-driven feature learning [31], [32],
recent attention has shifted from feature engineering to deep
neural networks. For example, [33] proposes a two-stream net-
work wherein one stream extracts either appearance or motion.
However, the method ignores the connection between appear-
ance and motion, thus breaking the spatiotemporal connection.
References [3] and [34] propose using 3D-CNN to model
normal video patterns by partitioning inputs into multiple
video cubes. The major challenge is training a 3D-CNN since
it involves much more parameters than traditional CNNs.
Reference [14] recently proposes ConvLSTM-AE by incorpo-
rating convolutional filters into an LSTM to process sequential
data in a self-supervised way. However, due to the limitation
of architecture, it can only learn features from the local scope
and cannot utilize the pre-trained models from other tasks.
More recently, more and more researches focus on either
of the fully convolutional neural networks (FCNs) [35] and
generative adversarial networks (GANs) [36]–[39].

These methods have faced the following challenges. On the
one hand, they typically learn features from scratch and do not
exploit pre-trained features from relevant recognition/detection
tasks. Since the data size of anomaly detection is quite small
compared with other domains such as ImageNet. Hence,
to embrace the merits of neural networks, one of feasible way
is to utilize transferable feature/models. On the other hand,
it still remains open how to fuse the motion and the appearance
to encapsulate the spatiotemporal information into features.

B. Sparse Coding for Anomaly Detection

Sparse coding assumes that each sample can be approxi-
mately/exactly represented as a linear combination of a few
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of atoms of a learned dictionary, which has been widely
used in anomaly detection [4], [40], [41]. To be specific,
sparse coding based anomaly detection learns a dictionary
with the sparsity constraint in training and uses the recon-
struction loss to identify the irregular frames (i.e., abnormal
events) in inference. One major advantage of sparse coding
is computational inefficiency, which makes difficulties in real-
time applications such as surveillance video analysis. To tackle
such a disadvantage, for example, [4] proposes an online
sparse coding approach. Reference [40] proposes discarding
the sparsity constraint and learning multiple small dictionaries
to encode image patches at multiple scales. Besides the com-
putational inefficiency, these existing methods have still suf-
fered from the limitations rooted in �1-solvers as discussed in
Introduction.

Recently, some methods [5] employ LISTA [24] to conduct
anomaly detection. Although these methods could enjoy fast
inference speed and simultaneously learn dictionary and sparse
representation thanks to neural network based implementation,
they have suffered from the first two limitations (see Intro-
duction) since they are indeed equivalent to the traditional
�1-solvers. In short, they employ a non-adaptive updating
strategy and do not consider the historical information in
optimization. Hence, the obtained sparse representation may
be suboptimal and would give an inferior performance in
some cases. For example, sparse/big data usually require
the per-dimension updating scheme for saving memory and
computational source. Furthermore, numerous studies in the
optimization community [20]–[22] have proved that incor-
porating historical information is helpful in improving the
convergence performance of optimizers.

C. LISTAs

LISTA [24] could be one of first works to marriage
�1-solvers and recurrent neural networks, which unfolds
ISTA – one of the most popular �1-solvers, into a sim-
ple recurrent neural network. Such a model-based optimiza-
tion or called differentiable programming has attracted a lot of
interests [25], [42]–[48] thanks to following advantages. First,
the inference speed is very fast since it only progressively
passes inputs through a neural network, whereas the traditional
�1-solvers need solving a convex problem. Second, model-
based optimizations give a feasible way to intuitively bridge
statistical inference methods and neural networks, thus making
neural networks interpretable. Specifically, a variety of regu-
larizations (e.g., �0,) could be reformulated as a layer or acti-
vation function [46]–[49].

Despite the advantages of LISTA-like methods, LISTA and
its variants [42], [50] have faced some challenges. First,
LISTAs are actually a supervised method, which uses the
precomputed sparse codes of ISTA as supervisors. However,
it is a daunting task to obtain supervisors in real-world
applications, especially, in the scenario of anomaly detection.
Second, the performance of LISTAs is upper bounded by that
of ISTA in theory as the former is just an approximation of
the latter.

III. FEATURE EXTRACTION NETWORK

AnomalyNet consists of two subnetworks. In this section,
we introduce the first one, i.e., feature extraction network
which consists of Motion Fusion Block (MFB) and Feature
Transfer Block (FTB). In brief, MFB is a dynamic image
network [51] which summarizes the appearance and motion of
the video sequences. FTB is a well-established neural network
which extracts spatiotemporal features from the results given
by the motion fusion block.

A. Motion Fusion Block

Abnormal events in video data are defined in terms of
irregular shapes or motions or both of them. To better reveal
the characteristics of motion and appearance, one core task
is to adequately capture the dynamic abnormal behavior
information. To this end, most of state-of-the-art RGB-based
anomaly detection approaches resort to multiple frames input
[3], [34], [35] or LSTM architecture [14] or extracting dense
optical flow field [37].

Nevertheless, accurate optical flow estimation or 3D convo-
lution architecture is still a challenging task of high computa-
tional burden, which is infeasible for the practical applications.
Additionally, most existing abnormal event detectors only
focus on the image itself, which may face following chal-
lenges. First of all, the background may distract the attention
in detection and the image may be corrupted by various noises.
Hence, ones would eliminate the information irrelevant to
image content for better detection. Second, the motion and
appearance of objects are both important to anomaly detection.
For example, the appearance of a bicycle is different from that
of human, and thus the bicycle in the pedestrian lane should
be annotated as the anomaly (see Figure 1).

To fully exploit the motion and the appearance of objects,
we employ RankSVM [51] to compress the sequence of frames
φ(It ) ∈ R

d into a single static image x as follows,1

min
x

λ

2
�x�2+ 2

T (T − 1)

∑

p≥q

max (0, 1 − S(p|x)+S(q|x)) (1)

where S(q|x) = �x, vt� denotes the ranking score associated
with the time-step q . vt = 1

t

∑t
τ=1 φ(It ) denotes the average

frame within t time-steps. As the optimal feature x reflects
the appearance order of frames, the spatial-temporal dynamic
evolution information could be captured. The second term is
used to constrain the ranking loss with a unit margin for any
{q, p}, i.e., ∀{q, p}, if q > p, then S(q|vt) > S(p|vt ). For
a better illustration, Figure 6 shows the visual comparisons
between the output of motion fusion and the raw RGB input.

To efficiently solve Eqn.1, we adopt its first order approxi-
mation like [51]:

x ∝
∑

q>p

vq − vp =
T∑

t=1

βt vt , (2)

where βt = 2t−T −1 is a scalar, which denotes the coefficient.
The above approximation makes jointly optimizing RankSVM

1φ(It ) denotes the original pixel value or feature representation of frame It .
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and CNN possible thanks to the existence of sub-gradient of
Eqn.2. In other words, we could recast the RankSVM as a
layer to stack onto a CNN, thus fusing the appearance and the
motion of moving objects.

The motion fusion block compresses the video or video
clips into a single image, while maintaining the rich motion
and appearance information. In the context of deep learning
(e.g., Convolutional Neural Network (CNN)), it has achieved
great success towards RGB-based CNN methods with accept-
able computational cost. Compared with other methods for
motion characterization, the compressed image takes the
advantages over computational efficiency and compactness.
Furthermore, using the compressed image can also avoid
stacking the sequence of RGB frame as the input of CNN
for abnormal behavior description, which could be helpful to
prune the complexity of CNN. Note that Deep-Anomaly [35]
also considers compressing every two adjacent frames into
the averaged frame to capture motion and shape information,
which is remarkably different from our method in two aspects.
On the one hand, we consider more than just two frames for
compression. On the other hand, we take different weights
for different frames instead of the simple averaging. In other
words, our model generalizes Deep-Anomaly.

B. Feature Transfer Block

Existing anomaly detection datasets such as Avenue [1],
Pedestrian [7], and Subway [52] are smaller than the datasets
from other tasks, e.g., ImageNet for image categorization [53]
and Sports-1M [54] for video classification. To address such
a small training data issue in anomaly detection, one of the
most feasible ways is transfer learning.

In fact, [55] recently conducts experiments to evaluate
the effectiveness of transferable representation in anomaly
detection. The results show that transferable anomaly detection
is a nontrivial task and helpful to performance improvement.
To utilize the transferable features, we build a feature transfer
block using existing pre-trained CNN models for image classi-
fication and fine-tune it on a dataset of anomaly detection. This
is an important benefit of our method because training large
CNNs requires millions of data samples which may be difficult
to obtain for video surveillance. In details, the feature transfer
block is a residual network [56] with 50 layers (ResNet-50)
pre-trained on the ImageNet database. Besides the motion
fusion block, we could also extract the deep features directly
from the original data by using the pre-trained model to
further improve the performance. In the experiments, we will
empirically investigate the effectiveness of this block.

IV. OPTIMIZATION NETWORK

The second subnetwork of our AnomalyNet is an optimiza-
tion network which simultaneously achieves sparse represen-
tation and dictionary learning using a novel LSTM network
(termed SC2Net). In other words, we conduct sparse coding
through optimizing SC2Net.

As SC2Net is a RNN-based implementation of our adaptive
ISTA. Thus, we first introduce the adaptive ISTA which is
a novel �1-solver by adding an adaptive momentum vectors

into the well-known ISTA [19] to overcome the first two
limitations. After that, we elaborate on how to reformulate
the proposed adaptive ISTA as a neural network (Sparse
LSTM, SLSTM) and show its connection with the LSTM.
As a result, the last two limitations are overcame through
evolving from the algorithm-based optimization to the model-
based optimization. In summary, from ISTA to adaptive ISTA
to SC2Net, we present an effective way to overcome all four
aforementioned limitations suffered by traditional �1-solvers.

A. Adaptive ISTA for Anomaly Detection

After fusing the appearance and the motion of mov-
ing objects and obtaining the corresponding features
{x1, x2, · · · , xT }, our model seeks to learn a dictionary
B = [b1, b2, · · · , bds ] ∈ R

dx ×ds to exactly/approximately
encode all normal events X using sparse representation
{s1, s2, · · · , sT }. Mathematically, the problem can be formu-
lated as follows,

min
S,B

∑

i

�xi −Bsi�2
2, s.t . �si�0 ≤k, �b j �2 ≤1, j =1, · · · k

(3)

The above optimization is hard to solve due to the non-
convexity of �0-norm. Therefore, the �0-norm is usually
relaxed to the �1-norm as follows:

min
S,B

∑

i

�xi −Bsi�2
2+λ�si�2

1, s.t .�b j �2 ≤1, j =1, · · · k

(4)

To solve Eqn.(4), the most effective way is alternatively
optimizing B or S while fixing the other, and these two
optimization processes correspond to dictionary learning and
sparse representation, respectively.

Fixing S, the optimization reduces to the following
�2-constrained optimization problem,

min
B

�X − BS�2
F , s.t .�bi�2 ≤ 1, i = 1, · · · k. (5)

Fixing B, the optimization reduces to a sparse approxima-
tion problem which aims to represent the input x as a linear
combination of B by

min
s

∑

i

�xi − Bsi�2
F + λ�si�1. (6)

The iterative hard-thresholding (ISTA) algorithm is one of
the most effective optimizers to solve Eqn.(6). It decomposes
the objective of Eqn.(6) into two parts. Namely, the differen-
tiable part g(s) = �x−Bs�2

F is updated by the gradient descent
and �1 part is updated by the hard thresholding operator. The
updating formula can be mathematically expressed as follows,

s(t) = sh(λτ)(s(t−1) − τ�g(s(t−1))), (7)

where the shrinkage function is defined as sh(λτ)(s) =
sign(s)(|s| − λτ)+. Then, the solution of Eqn.(7) can be
achieved via the following updating rule,

s(t) = sh(λτ)(s(t−1) − τ (B
(Bs(t−1) − X))) (8)

= sh(λτ)(Wes(t−1) + Wd x), (9)

where We = I − τB
B, Wd = τB
.
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Despite the success of ISTA, it suffers from following
limitations: 1) ISTA is a non-adaptive updating approach,
which updates the parameters on each dimension with a fixed
learning rate. Clearly, such a strategy may lead to inferior
performance; 2) ISTA does not utilize the historical informa-
tion for updating. In contrast, the historical information has
shown promising performance in speeding up the convergence
performance.

To solve the aforementioned problems, we propose a novel
�1-solver by introducing an adaptive momentum vectors into
ISTA motivated by recent development in the community of
optimization. To be specific, a number of algorithms have
been proposed to optimize neural networks by incorporating
the “momentum” into the dynamics of stochastic gradient
descent (SGD). These methods have shown promising perfor-
mance in improving the robustness and convergence speed of
SGD since the momentum incorporates the historical updating
information [20]. To further improve the performance of the
momentum-based SGD, Adagrad [22] and AdaDelta [21]
introduce adaptation into SGD so that the learning rate varies
with parameters. The basic idea behind them is performing
larger updates for infrequent parameters and smaller updates
for frequent parameters. Extensive numerical studies have
demonstrated that the adaptation drastically improves conver-
gence performance over the non-adaptive SGD methods.

Borrowing the high-level idea of these optimization meth-
ods, we introduce adaptive momentum vectors i(t), f (t) into
ISTA at the time step t as follows,

c̃(t) = Wes(t−1) + Wd x

c(t) = f (t) � c(t−1) + i(t) � c̃(t) (10)

s(t) = sh(λτ)(c(t)),

where � is the element-wise product of the vectors. Following
the above notations, the updating rule in ISTA can be equiv-
alently expressed to s(t) = sh(λτ)(c̃(t)).

Different from ISTA, our method considers the role of not
only the current information but also the previous informa-
tion. More specifically, it formulates the linear combination
of c(t−1) at the previous iteration and c̃(t) at the current
iteration which are weighted by adaptive momentum vectors
f (t) and i(t), respectively. The adaptive momentum vectors
allow the combination of two outputs at the level of para-
meters, which is different from directly applying momentum
methods into ISTA. We further pass c̃(t) into the shrinkage
function again to ensure the sparsity. We name this method
as adaptive ISTA in the upcoming sections. In the adaptive
ISTA, c(t) accumulates all the historical information with
different weights f (t), i(t) for the iteration t , which is spiritually
similar to the diagonal matrix containing the sum of the
squares of the past gradients in Adagrad.

B. Sparse Long Short Term Memory Unit (SLSTM)

Besides the last two limitations faced by almost all
�1-solvers, our adaptive ISTA overcomes the difficulty in
parameter learning, namely, how to adaptively determine the
values of momentum vectors f (t), i(t). Existing SGD methods
such as AdaDelta solve a similar problem by empirically

reducing the value of momentum after fixed training epochs.
However, such a strategy is unsuitable to our case since the
momentum in our adaptive ISTA is a vector instead of a
constant. Thus, it is preferable to learn f (t) and i(t) from data.

To achieve the above end, we propose parameterizing the
adaptive momentum vectors with the output of sparse codes
at the previous layer as well as input data such that f (t) and
i(t) are learned from data without tedious hand-craft tuning.
More interestingly, such an idea could be implemented by
recasting the adaptive ISTA as a novel LSTM unit. The unit is
termed as sparse LSTM (SLSTM, see Figure 3) wherein “input
gate” and “forget gate” correspond to i(t) and f (t) respectively.
Noticed that, SLSTM does not have “output gate” like the
vanilla LSTM. The SLSTM unit is achieved by rewriting (10)
as follows:

i(t) = σ(Wis s(t−1) + Wix x), (11)

f (t) = σ(W f ss(t−1) + W f x x), (12)

c̃(t) = Wes(t−1) + Wd x, (13)

c(t) = f (t) � c(t−1) + i(t) � c̃(t), (14)

s(t) = h(D,u)(c(t)), (15)

where W denotes the weight matrix (e.g., Wis is the weight
matrix from the input gate to the outputs), σ(x) = 1

1+e−x ,
h(D,u) = D(tanh(x+u)+tanh(x−u)). u, D denote a trainable
vector and diagonal matrix, respectively.

ISTA and LISTA exclusively obtain sparse representation
based on the previous output. This kind of architecture leads
to the so-called “error propagation phenomenon”. In details,
the error in the first few layers will be propagated and further
amplified in the upcoming layers. Furthermore, once the useful
information is discarded by the previous layers, the upcoming
layers will have no chance to utilize the discarded information.
Fortunately, this issue can be alleviated with the use of “cell”
state C(t) in our SLSTM. The “cell” plays as another “eye” to
supervise the optimization, thus giving two major advantages.
First of all, it captures long-term dependence from the previous
outputs. In addition, it automatically accumulates important
information and forgets useless or redundant information in
the dynamics of neural networks.

It is worth noting that we use smooth and differentiable
nonlinear activation function named “Double tanh” instead of
the shrinkage function for following two reasons. On the one
hand, the cell recurrent connection needs a function whose
the second derivative sustains for a long span to address
the vanishing gradient problem [57]. On the other hand, the
Double tanh function could approximate to the shrinkage func-
tion well within the interval of [−u, u] [24]. Figure 3(a) gives
a comparison between Double tanh and shrinkage functions.

C. Sparse Coding to Network (SC2Net)

LISTA needs using the traditional �1-solver (e.g., ISTA)
to precompute s∗ as the supervisor, which leads to a high
computational cost. In other words, the performance of LISTA
largely depends on the quality of s∗. To overcome the draw-
back, we propose a novel optimization framework based on
SLSTM, termed SC2Net. Specifically, the sparsity loss and the
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Fig. 3. Sparse LSTM Network (SLSTM). (a) Examples of the Double tanh
(in green color) and Shrinkage (in red color) functions. (b) Sparse LSTM
Unit (SLSTM Unit).

reconstruction loss are incorporated into our SC2Net to super-
vise the optimization process. With the sparsity loss, SC2Net
could give sparse codes in parallel. With the reconstruction
error, SC2Net is no longer an approximation to existing SC
methods. In other words, it does not require computing s∗ in
advance.

For any data point x, we propose the following reconstruc-
tion loss:

�x − 1

τ
W


d s�2
F (16)

where s is the output of encoding part in the network w.r.t. x
and B = 1

τ W

d (Eqn. 9). Here, we do not learn an individual

decoding matrix. Instead, we reuse the encoding matrix Wd .
Such a strategy gives two advantages: 1) it maintains the
physical meaning of the original formulation (Eqn. 9), i.e., the
encoding matrix is the transpose of the decoding matrix; 2) it
reduces the computation cost to train our model.

To further enhance the sparsity of the solution, the �1 loss is
also considered in our formulation. The overall cost function
for SC2Net is defined as follows, 2,

�x − 1

τ
W


d s�2
F + λ�s�1, (17)

The architecture of SC2Net is illustrated in Figure 4.

2In the experiments, the network is often learned through minimizing the
average cost over a set of training samples using a stochastic gradient method.

The advantages of recasting the sparse coding as a neural
network are in three-fold. 1) It facilitates an end-to-end
training and does not elaborately choose hyper-parameters
for optimization. In other words, the hyper-parameters are
learned from data; 2) Comparing with the standard neural
networks, SLSTM is with high interpretability instead of a
“black-box” since it is an implementation of an �1-optimizer.
Namely, ones could know the physical/mathematical meanings
of each layer, middle output, and so on; 3) Comparing with
popular �1-solvers, SLSTM boosts the inference speed since
it simply passes the input through the network and avoids
solving an �1 optimization problem in inference. Furthermore,
although SLSTM is induced from the proposed adaptive ISTA,
it simultaneously learns sparse representation and dictionary,
whereas traditional methods including adaptive ISTA do not
update the dictionary.

D. Analysis on SLSTM

Although neural network based optimizations have shown
promising performances in numerous experimental stud-
ies [44], [46], only few of works provide theoretical expla-
nations towards their success. In this section, we conduct
analysis on the proposed SLSTM by utilizing the well-known
Restricted Isometry Property (RIP) [26] which is one of the
most important properties to guarantee the sparsity. In the
following, we will first introduce some preliminaries about RIP
and then experimentally show why the proposed SLSTM could
achieve better performance. More specifically, we employ
the mutual coherence induced by the RIP to measure the
orthogonality of the dictionary learned by SLSTM. A higher
value indicates a better dictionary, larger orthogonality, and
higher sparsity.

1) Preliminaries of RIP: Our analysis is based on the well-
known RIP which is briefly introduced as below.

Definition 1 (Restricted Isometry Property [58]): A matrix
B is said to satisfy the k-restricted isometry property (RIP)
with constant δk[B] < 1 if

(1 − δk[B]�s�2
2 ≤ �Bs�2

2 ≤ (1 + δk[B]�s�2
2 (18)

holds for all {s : �s�0 ≤ k}, where k measures the sparsity.
The Restricted Isometry Constant (RIC) is the smallest value
δk[B] satisfying the above equation.

According to [58] and [59], one could obtain:
Lemma 1 (Uniqueness): Assuming B satisfies RIP of order

ck with the constant δck[B] < κck , where c = {1, 2, 3, 4}.
There exists an optimizer s∗ to the problem

Bs = x s.t . �s�0 ≤ k. (19)

In other words, s is the unique minimizer w.r.t. both �0- and
�1-norms.

Lemma 1 states that with the proper RIC, the optimal
solution to (19) can exactly recover the k-sparse signals.

The RIP implies that the smaller RIP constant δs [B],
the lower correlation among sub-matrices of B with s columns.
However, it is NP-hard to verify the RIP condition for a
matrix [60]. In practice, it is more feasible to use the mutual
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Fig. 4. The Architecture of SC2Net.

coherence of a matrix to judge the RIP condition with the
following definition,

Definition 2 (Coherence [61]): The mutual coherence of B
is defined by

μ(B) = max
k, j,k 
= j

|bk

b j |

�bk�2�b j �2
, (20)

where B = [b1, b2, · · · , bn].
The mutual coherence reflects how well spread the direc-

tions of a collection of vectors are, namely, the lower mutual
coherence of μ[B], a greater spread of directions and lower
coherence of the dictionary B. The mutual coherence and RIC
can be mutually expressed as shown in the following lemma.

Lemma 2 ( [62]): Without loss of generality, let the column
vectors b1, b2, · · · , bn of B be normalized, then B satisfies the
RIP of order k with parameter δk[B] = (k − 1)μ[B].

Remark 1: Lemma 2 shows that the coherence can be
replaced by RIC to measure the possibility of sparse signal
recovery, which gives a large convenience in practice since
the former is easier to compute. Extensive studies show that
the smaller coherence of the dictionary, the more easily sparse
signals can be recovered. Therefore, in the following, we will
adopt the mutual coherence to measure the orthogonality
degree of dictionary and show that neural network based
optimization approaches can learn the dictionary with the
smaller coherence μ(B) compared to the alternating optimiza-
tion based algorithms. In short, we propose using the mutual
coherence to evaluate the performance of neural network based
sparse coding.

2) Why SLSTM Makes Sense?: To show the effectiveness
of SLSTM, we conduct experimental analysis on synthetic
data sets. To be specific, we generate 10k vectors s ∈ R

ds

as the ground truth and each vector includes ρ randomly
selected nonzero entries. The value of nonzero entries follow
the uniform distribution U[−0.7, 0.7] excluding the interval
[−0.3, 0.3] to avoid small and relatively inconsequential con-
tributions to the sparsity support. Moreover, We obtain inputs
x ∈ R

dx via x = Bs, where two different dictionaries are
considered:

1) Assumption 1 (Low-rank Dictionary): In the experiment,
we design a coherent dictionary matrix B = ηR + Kr ,
where Kr = UV and U ∈ R

dx ×r , V ∈ R
r×ds . In addi-

tion, U and V have i.i.d. elements drawn from U(0, 1).
We set η = 0.3, r = 5, dx = 20, ds = 100. The result is
reported in Table I.

2) Assumption 2 (Clustered Dictionary): We construct a
coherent dictionary matrix B = [B1, B2, · · · , BC ] with

TABLE I

ASSUMPTION 1: MUTUAL COHERENCE COMPARISONS. THE LOWER

MUTUAL COHERENCE, THE BETTER DICTIONARY

TABLE II

ASSUMPTION 2: MUTUAL COHERENCE COMPARISONS. THE LOWER

MUTUAL COHERENCE, THE BETTER DICTIONARY

B j = u j d

j + ηR j , where u j ∈ R

dx , d j ∈ R
d j have

i.i.d. elements drawn from U(0, 1). We set η = 0.3,
C = 50, dx = 20, ds = 100, d = ds/C = 2. The result
is reported in Table II.

For fair comparisons, we compare the proposed SLSTM
with LISTA [24] and LFISTA [50] with the same loss defined
in Eqn (17). From Tables I–II, one could observe that in
both two cases, neural network based optimizations (LISTA,
LFISTA, and SLSTM) learn a better dictionary in terms of the
mutual coherence. Interestingly, in a more complicated case
(Assumption 2), SLSTM achieves a more significant advantage
in reducing the mutual coherence compared with the simple
RNN based optimization methods (i.e., LISTA and LFISTA).
This verifies our basic idea, namely, historical information is
helpful in improving the performance of sparse coding, which
is encapsulated into our SLSTM.

V. EXPERIMENTS ON ABNORMAL EVENT DETECTION

In this section, we investigate the performance of Anom-
alyNet on the task of abnormal event detection using two
real-world datasets.

A. Datasets

We carry out experiments on two benchmark datasets widely
used for anomaly detection, namely, CUHK avenue [1], UCSD
Pedestrian [7] and UMN [63]. The training and testing data
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Fig. 5. Some normal and abnormal frames sampled from the CUHK Avenue, UCSD Pedestrian and UMN datasets. Red boxes denote anomalies in abnormal
frames. Different from the Avenue and Pedestrian dataset, all the people in the abnormal frame are considered as anomalies in UMN dataset.

are split by following the default setting. Some samples from
these datasets are illustrated in Figure 5.

• CUHK Avenue dataset contains 30,652 frames which
are partitioned into 16 training and 21 testing video
clips. In the testing video clips, 47 abnormal events are
contained, which are either 1) the circulation of nonpedes-
trian entities in the walkways, or 2) anomalous pedestrian
motion patterns. Commonly occurring anomalies include
bikers, skaters, small carts, and people walking across a
walkway or in the surrounding grass. A few instances
of wheelchairs are also recorded. All abnormalities occur
naturally, i.e., they are not staged or synthesized for data
collection.

• UCSD Pedestrian dataset [7] is acquired with a stationary
camera mounted at an elevation and pedestrian walk-
ways, which includes two subsets. Namely, Ped1 and
Ped2 which contain 7,200 frames with 40 abnormal
events and 2,010 frames with 12 abnormal events, respec-
tively. Videos are from the outdoor scene, recorded with
a static camera at 10 fps. All other objects except for
pedestrians are considered as irregularities.

• UMN Dataset [63] consists of normal and abnormal
crowd videos which are collected on the University of
Minnesota. The dataset comprises three different scenar-
ios of an escape event in different indoor and outdoor
scenes. In each scenario, a group of people normally
walks in an area, but suddenly all people run away
(escape). In other words, the escape is considered to be
the anomaly.

B. Evaluation

In the training phase, we learn a dictionary B to encode
the normal events by minimizing the reconstruction error.
During testing, such a dictionary cannot exactly/approximately
reconstruct the abnormal patch xt which would assume leading
to a large reconstruction error, i.e., l(t) = �xt − Bst�2

2.
Regarding different scales, we use the average reconstruction
error of all patches within the current frame to represent
the reconstruction error of all frames. Different from most

existing methods, AnomalyNet requires passing L frames to
construct dynamic images in the motion fusion block, where
L is fixed through training to inference. For fair comparisons,
we normalize the errors into range [0, 1] and further calculate
the regularity score via,

s(t) = 1 − l(t) − mint l(t)

maxt l(t) − mint l(t)
. (21)

During the testing phase, our method marks the testing
images abnormal if more than half of frames are anomalies
before compression.

C. Evaluation Metric

The regularity score can be used to judge whether the input
frame is normal or abnormal. The threshold of regularity
score is used to identify the abnormal frames, which is
manually specified. The optimal value of this parameter is
very important since a higher threshold leads to a higher
false negative rate, while a lower threshold leads to a higher
false negative. Thus, the Area Under Curve (AUC) is a more
suitable metric [5], [7], which measures the performance by
changing different thresholds. In addition, we also evaluate the
performance using the equal error rate (EER), which is used in
[35] and [39]. For a more comprehensive comparison, we also
list the results with precision, recall positive, true positive, and
false alarm.

We adopt two scales of measurement, i.e. at frame level and
at pixel level. More specifically,

• Frame-Level: An algorithm predicts which frames contain
anomalous events. This is compared to the clipped frame-
level ground-truth anomaly annotations to determine the
number of true- and false-positive frames.

• Pixel-Level: An algorithm predicts which pixels are
related to anomalous events. This is compared to the
pixel-level ground-truth anomaly annotation to determine
the number of true-positive and false-positive frames.
A frame is a true positive if 1) it is positive and 2) at
least 40 percent of its anomalous pixels are identified.
Meanwhile, a frame is a false positive if it is negative
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TABLE III

COMPARISONS WITH STATE-OF-THE-ART METHODS ON THE AVENUE DATASET WHICH CONSISTS OF 47 ABNORMAL EVENTS IN TESTING

and any of its pixels in all the scales are predicated as
anomalous.

Note that we use the both frame-level and pixel-level for
AUC and frame-level for EER.

D. Implementation Details

We employ the default AdaDelta [21] optimizer to train
AnomalyNet with a GPU of NVIDIA TITAN X in TensorFlow.
The batch-size is fixed as 210 and the max training epoch is
set to 50. The implementation details of each network are
elaborated as below:

• Motion Fusion Block: We follow the setting of [51] to
adopt the square rooting kernel maps

√· and time-varying
mean vectors. Dynamic images for each color channel of
RGB images are separately generated and then merged
so that they can be directly input to the upcoming feature
transfer block. We conduct �2-normalization and scale
layers to constrain the range of outputs into [0, 255].
We empirically found that the performance could keep
stable when the window size T of motion fusion ranges
into [10, 30]. For simplicity, we set the length of each
video clip (i.e., T ) to 20 in all experiments. In addition,
we could also extract features directly from RGB images
to boost up performance.

• Feature Transfer Block: To utilize existing CNN networks
for learning spatial feature representation, we extract
features from the last identity block (before average
pooling layer) which is a resnet-50 pretrained on the
ImagNet dataset. As the feature map size 7 × 7 × 2048
is quite large for our coding block, we divide each 7 × 7
feature map into a 1 × 1,2 × 2, and 4 × 4 subregion;
and then apply max-pooling over each subregion to
finally get a 2048-dim feature. During this process, each
original feature is sampled three times, thus generating
1 × 1 + 2 × 2 + 4 × 4 = 21 samples. For the missing
regions, zero padding is applied.

• Coding Block: The input dimension of the coding block
is fixed as 2048. In implementations, we experimentally
found that all evaluated methods perform stable when λ
ranges between 0.01 and 1, and λ = 0.1 usually leads to
the best performance. Thus, we fix the sparsity parameter
λ = 0.1 for all methods. [5] empirically show that chang-
ing dictionary size can further improve performance.
However, such an operation requires extensive manually

tuning on different datasets. For simplicity and fair
comparisons, we fix the dictionary size as 2048 × 2048.
In other words, all evaluated methods including the
proposed one use the same objective function with the
fixed sparsity regularization parameter λ. The only one
difference among them is the choice in the optimizer.

E. Results on the CUHK Avenue Dataset

We first compare our abnormal behavior detection frame-
work with seven state-of-the-art deep learning approaches
[1], [3], [5], [14], [37], [64], [65] on the Avenue dataset
and various metrics in Table III. One could observe that
generative adversarial network based method [37] gives a sig-
nificant improvement over other baselines. Nevertheless, our
AnomalyNet still outperforms the other baselines including
the GAN-based approach by a large margin in terms of AUC.
Moreover, Avenue dataset consists of 47 different events in
total. Compared to the other baselines, the proposed method
is able to increase the number of detected anomalies without
increasing false alarms. However, it fails to detect several
abnormal events of jogging that occur in the background where
most of the “normal” walking takes place. Since the deviation
in regularity caused by jogging in the background is less
significant than larger or more disruptive abnormal events like
standing on the grass, the evaluation algorithm is unable to
distinct the action of jogging from walking pedestrians.

We also visualize the regularity score with varying frames
on the Avenue dataset in Figure 7 from which, one could
observe that low regularity scores correspond to abnormal
events and high scores correspond to normal events.

F. Results on the UCSD Pedestrian Dataset

UCSD Pedestrian dataset consists of two different data sets,
i.e., Ped1 and Ped2. Ped1 contains a variety of abnormal
events that can be classified into two main categories, i.e., the
movement of non-pedestrian entities and anomalous pedestrian
motions. Comparing with Ped1, Ped 2 features a different
walkway, which contains fewer anomalies. We compare our
method with some state-of-the-art approaches including two
handcrafted features based methods [7], [66] and six deep
learning based methods [3], [5], [14], [34], [37], [39], [64] on
these two datasets. The results for Ped1 and Ped2 are summa-
rized in Table IV and V, respectively. In experiments, we con-
duct comprehensive metric evaluations on Ped1 and Ped2.
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TABLE IV

COMPARISONS WITH STATE-OF-THE-ART METHODS ON THE PED1 DATASET WHICH CONSISTS OF 40 ABNORMAL EVENTS IN TESTING

TABLE V

COMPARISONS WITH STATE-OF-THE-ART METHODS ON THE PED2 DATASET WHICH CONSISTS OF 12 ABNORMAL EVENTS IN TESTING

TABLE VI

COMPARISONS WITH STATE-OF-THE-ART METHODS ON THE UMN DATASET

From the results, one could see that most methods usually
perform better on Ped2. The possible reason is that Ped2 is
simpler than Ped1 and its variance of crowd density is much
smaller than that of Ped1.

G. Results on the UMN Dataset

Different from the above used benchmark datasets,
the UMN data set 1) does not includes pixel-level ground truth
and the anomalies are staged. Furthermore, it produces very
salient changes in the average motion intensity of the scene.
Therefore, we just follow the common experiment setting in
[34], [39], and [67] to conduct experiments on three individual
scenes and report the average frame-level AUC and EER
score for all the three scenarios in Table VI. In this evalu-
ation, our method is compared with several recently-proposed
approaches [34], [39], [67], [70], [71], which achieves the best
performance in general. Note that, all the methods achieved
very high performance on this dataset since all the people in

the abnormal frames are considered anomalies making this
dataset less challenging. In addition, abnormal cases produce
very salient changes in the average motion intensity of the
scene, as shown in Figure 6.

H. The Influence of Different Blocks

To investigate the individual contribution of these three
blocks, we conduct a series of ablative studies on the Avenue
dataset in this section.

1) Motion Fusion Block: Motion fusion block reorganizes
and compresses the original RGB raw pixels of a sequence of
frames into a single image. To verify the effectiveness of this
block for anomaly detection task, we develop a baseline by
replacing motion pooling block with the original raw pixels
input, termed SC2Net+FTB. The empirical comparison is
summarized in Table VII which shows that given the same
raw RGB input, our method remarkably outperforms all the
baselines including deep learning based methods. The result
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Fig. 6. RGB input vs. Output of Motion Fusion: the motion fusion block shows advantages of removing the irrelevant background and focusing on the
abnormal objects. Note that, in the second example, it is hard to visually detect the bicycle (anomaly) from the front view, however our motion fusion block
is able to visually keep the moving pattern information with a black tail in a single compressed image.

Fig. 7. Regularity scores v.s. frames.

TABLE VII

INFLUENCE OF DIFFERENT BLOCKS

demonstrates the superiority of the remaining two blocks.
Moreover, Figure 6 gives a visualization of output of motion
fusion block. From the result, one could observe that the
output of motion pooling block actually encodes the dynamic
evolution information from all the frames. Spatially reordering
features from 1D to 2D can construct a dynamic image
for video representation. In addition, the dynamic motion
information within the video frames can be revealed by
one single dynamic image, while suppressing background as
shown in Figure 6. The motion temporal order is also reflected
by the gray-scale value. Comparing with the output of motion
fusion block, the single original RGB images barely reveal the
motion information from every single frame.

2) Feature Transfer Block: To illustrate the effectiveness of
the feature transfer block, we design a baseline SC2Net+MFB
by removing the feature transfer block from the
proposed network. The corresponding experimental results
are summarized in Table VII which shows that transferring

TABLE VIII

INFLUENCE OF DIFFERENT PRE-PRETRAINED MODELS

TABLE IX

PARAMETER ANALYSIS: T DENOTES THE FRAMES TO BE COMPRESSED

IN THE MOTION FUSION BLOCK AND λ IS THE SPARSITY

PARAMETER USED IN THE OPTIMIZATION NETWORK

knowledge from other relevant tasks could boost the
performance by around 6%, especially when the dataset is
small. Moreover, the proposed network also outperforms
ConLSTM-AE [14] and LSTM-AE [72] with the same pre-
trained model by a large performance margin. Furthermore,
we conduct experiments by replacing feature transfer
block with different pre-trained models including Alexnet,
VGG-16, Resnet-50, and Resnet-152. The results are shown
in Table VIII. From the result, one could find that the
performance gap between Resnet-50 and Resnet-152 is
narrow (about 0.2% in ERR ). This is why Resnet-50 is used
as a pre-trained model for the feature transfer block.

3) Coding Block: Two baselines are used to demon-
strate the effectiveness of our coding block, namely,
LISTA+MFB+FTB and ISTA+ MFB+FTB which replace
SC2Net with a simple RNN based �1-solver (i.e., LISTA) [24]
and a traditional sparse coding method (ISTA [73]). Note that,
if removing the motion fusion block, then the corresponding
method could be regarded as a simplified version of the recent
SRNN [5]. The results of these two baselines are summarized
in the last two rows in Table VII. From the results, one could
observe that SC2Net is superior to the traditional ISTA and
the simple RNN based LISTA [24].
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I. Parameter Analysis

In the proposed model, there are two parameters, i.e., the
number of frames to be compressed in the motion fusion block
(denote by T ), and the sparsity parameter in optimization
network (denoted by λ). To investigate their influence on the
performance of our method, we conduct the parameter analysis
and report the results in Table IX. For the other used datasets,
we also have similar observation, namely, T = 20, λ = 0.1
usually leads to a desirable result in terms of detection quality
and robustness.

VI. CONCLUSION

In this paper, we propose a unified deep learning based
framework for abnormal event detection. The proposed Anom-
alyNet consists of three blocks which are designed to achieve
three keys of anomaly detection in neural networks. In short,
the motion fusion block is designed to keep the temporal and
spatial connection between the motion and appearance cues.
The feature transfer block is used to extract discriminative
features by exploiting the transferability of the neural network
from different tasks/domains. The coding block is a novel
LSTM to achieve fast sparse coding, which could enjoy
fast inference and end-to-end learning. Extensive experiments
show the promising performance of our method in image
reconstruction and abnormal events detection in surveillance.
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