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Abstract—Single-image dehazing has been an important topic given the commonly occurred image degradation caused by adverse atmosphere aerosols. The key to haze removal relies on an accurate estimation of global air-light and the transmission map. Most existing methods estimate these two parameters using separate pipelines which reduces the efficiency and accumulates errors, thus leading to a suboptimal approximation, hurting the model interpretability, and degrading the performance. To address these issues, this article introduces a novel generative adversarial network (GAN) for single-image dehazing. The network consists of a novel compositional generator and a novel deeply supervised discriminator. The compositional generator is a densely connected network, which combines fine-scale and coarse-scale information. Benefiting from the new generator, our method can directly learn the physical parameters from data and recover clean images from hazy ones in an end-to-end manner. The proposed discriminator is deeply supervised, which enforces that the output of the generator to look similar to the clean images from low-level details to high-level structures. To the best of our knowledge, this is the first end-to-end generative adversarial model for image dehazing, which simultaneously outputs clean images, transmission maps, and air-light. Extensive experiments show that our method remarkably outperforms the state-of-the-art methods. Furthermore, to facilitate future research, we create the HazeCOCO dataset which is currently the largest dataset for single-image dehazing.

Index Terms—Image enhancement, image processing.

I. INTRODUCTION

HAZE is a natural phenomenon which is caused by the flowing particles in the atmosphere which significantly influence the performance of the existing computer vision system. There, image-based haze removal is a highly practical problem with both academic and industrial values [1]–[5].

Different from most existing image restoration and enhancement tasks [6], [7], image dehazing aims to detect and remove haze, whose magnitude depends on the unknown scene radiance which changes with positions and materials of the scene objects, as well as the atmospheric light. Based on the above observation, the key to haze removal is estimating the atmospheric light magnitude and the so-called transmission map induced by the depth of the scene.

Existing methods formulate haze removal as an image composition problem and can be roughly grouped into two categories: 1) prior-based and 2) data-driven. Specifically, the prior-based methods estimate the factors (depth and atmospheric light) based on various priors or assumptions. Typical methods include, but are not limited to, dark channel prior (DCP) [8], [9]; glow prior [10]; and other priors [11]–[14], just to name a few. Much progress has been made in the past few years. However, existing methods assume the haze follows certain priors or assumptions, which are easily violated when the scene is complex.

To address the disadvantages of the prior-based methods, recent efforts have been devoted to develop the data-driven methods, especially, motivated by the success of deep learning [15], [16], some methods [17]–[19] have been proposed. The basic idea behind these methods is utilizing the deep neural networks rather than a shallow model [20], [21], such as convolutional neural networks (CNNs) [22], to learn discriminative features from raw data and regress the physical parameters. However, these methods show the suboptimal result given image recovery and parameter estimation are treated as two separate steps, which could accumulate errors.

Recently, the generative adversarial network (GAN) [23] has become popular in learning end-to-end mapping with applications to tasks, such as image generation [24], object detection [25], and semantic segmentation [26]. Therefore, it is interesting to explore bringing GAN to single-image dehazing. However, simply using GAN to generate dehazed
outputs without fully considering the nonuniform and signal-dependent nature of haze will lead to unsatisfactory results.

In this article, we propose a novel end-to-end single-image dehazing method called DehazeGAN, which is specifically designed based on the atmospheric scattering model. Our proposed method embraces adversarial learning for physical parameters learning to directly output the recovered image with an illustration of Fig. 1. Unlike conventional methods with separate physical parameter learning as [17] did, the DehazeGAN introduces a composition generator to simultaneously learn these parameters for better efficiency and recovering quality.

The major contributions of this article are summarized as follows.

1) The proposed method is a novel GAN which is specifically designed by incorporating the atmospheric scattering model, which is one of the first works to marry GAN and single-image dehazing.

2) We propose a compositional generator for explicitly learning the transmission map and global atmospheric light coefficient using the multiscale networks which combine coarse-scale and fine-scale information to produce recovered images with faithful color and structures.

3) We propose a novel deeply supervised discriminator to regularize the generated image as realistic as possible from low-level details to high-level structures.

4) We create and will release a synthesized dataset called HazeCOCO, the largest dataset for single-image dehazing to date, to facilitate future research in single-image dehazing.

II. RELATED WORKS

A. Single-Image Dehazing

Recently, the data-driven methods have become a major trend of single-image dehazing given that they can learn discriminative features for physical parameters (e.g., atmospheric light and transmission map). These methods could be categorized into two approaches: 1) sequential approach and 2) approximation approach.

The sequential approach (e.g., [17]) estimates atmospheric light and transmission map in separate optimization and learning steps; hence, the whole pipeline is heuristically optimized which can produce unsatisfactory results.

The approximation approach [18] performs image dehazing by using the surrogate parameter to replace the two aforementioned physical parameters to relax the learning difficulty; however, the approximation quality could be hard to estimate which results in suboptimal performance.

Different from the aforementioned approach, our method can simultaneously learn these parameters to optimize the recovering qualities.

B. Generative Adversarial Network

Recently, GAN can produce high-quality synthesized/transformed images by embracing a two-network architecture with a generator and a discriminator. The generator tries to produce results to fool the discriminator, while the discriminator learns to penalize the structural difference between the samples from generator and the samples from the reference group. Since the first work of GAN [23], various applications have been proposed, such as image generation [24], [27]; object detection [25]; etc.

This article is also related to GAN. Actually, it is one of the first works [28]–[30] that introduces adversarial learning into single-image dehazing. Specifically, Li et al. [28] proposed using a conditional GAN with a skip-connected generator for single-image dehazing, and Yang et al. [30] proposed using a variant of CycleGAN for dehazing without paired annotation. Pan et al. [29] proposed a dual network which can learn structure and details for image enhancement.

Different from these works and our conference version [31], we propose a novel densely connected composition generator which automatically learns transmission map and global air-light from data to composite with input image to produce clean recovered images. In addition, we also introduce a novel deeply supervised discriminator to regularize the output of the composition generator to look as realistic as the ground-truth clean images.

III. END-TO-END ADVERSARIAL DEHAZING

The proposed DehazeGAN is based on the following atmospheric scattering model [32]:

\[ I(x) = J(x) + A(1 - t(x)) \]  

where the input hazy image \( I(x) \) is a linear combination of global airlight \( A \) and clean image \( J(x) \). The two coefficients are weighted by the transmission map \( t(x) \), which is induced by the scene depth \( d(x) \) via

\[ t(x) = e^{-\beta d(x)} \]

and \( \beta \) is a scatter coefficient. To recover \( J(x) \) from \( I(x) \), the atmospheric light \( A \) and the transmission map \( t(x) \) should be estimated. Therefore, an accurate estimation/prediction of these two parameters is the key for successful recovery of clean images.

Estimating \( A \) and \( t(x) \) from a single image is an ill-posed problem, most existing methods estimate them sequentially with different handcraft priors, which accumulate errors with unsatisfactory performance. Recently, Li et al. [18] proposed the AOD-Net to avoid directly modeling \( A \) and \( t \) by using an intermediate variable \( K \)

\[ J(x) = K(x)I(x) - K(x) + b. \]
However, it is unclear whether $K(x)$ could approximate $\left[\frac{1}{t(x)}(I(x) - A) + (A - b)\right]/I(x) - 1$ so that (1) could be recovered.

In this article, we propose DehazeGAN, which consists of a multiscale composition generator and a deeply supervised discriminator, with an illustration in Fig. 2. The composition generator is specifically designed to learn discriminative features, which explicitly estimates the transmission coefficient $T = [r(x)]$ and atmospheric light coefficient $A$ simultaneously. With these two factors, the dehazed image is recovered by

$$J(x) = \frac{I(x) - A}{r(x)} + A.$$  \hspace{1cm} (4)

The deeply supervised generator consists of side-outputs at multiple scales, which helps to regularize the generated clean image such that it appears similar to the ground truth from low-level details to high-level structures.

A. Densely Connected Multiscale Composition Generator

GAN has become popular in recent image-to-image translation tasks. However, designing an effective generator which can end-to-end map a hazy image to a clean image is challenging due to two reasons. On the one hand, the traditional generator (e.g., the U-Net [33] commonly used in recent state-of-the-art GAN works [27], [34]) consists of several layers of feature extractions, and the color information may not be well preserved for producing faithful recovered images. On the other hand, haze is a kind of signal-dependent noise, which introduces further difficulties in learning the mapping if without modeling of the scene-dependent physical parameters.

In practice, a desirable generator should possess the following properties: 1) it should be able to learn discriminative features for dehazing; 2) it should involve the scene-dependent physical parameters; and 3) it should produce clean images with faithful color and structures. Based on these desiderata and the physical model of (1), we propose a new generator which consists of four modules, namely, a $G_f$ for feature extraction $G_f$, a prediction branch $G_t$ for transmission map prediction, another prediction branch $G_a$ for global air-light estimation, and a compositional module use physical formulation (1) to recover the clean image.

To learn the discriminative features for dehazing, our feature extractor $G_f$ embraces recently popular dense connection [35]. Specifically, $G_f$ consists of two branches, namely, fine-scale branch and coarse-scale branch (see Fig. 3). The fine-scale branch applies densely connected modular with small kernels to capture fine-scale structures for recovering pleasant detail structures. The coarse-scale branch, on the other hand, uses larger kernels to capture longer range context to complement the fine-scale branch, thus leading to better estimation of transmission and air-light coefficients. The feature maps from these two branches are finally concatenated to provide the discriminative features for the transmission coefficient estimator $G_t$ and global air-light estimator $G_a$. 

Fig. 2. Pipeline of our method. Our DehazeGAN consists of a multiscale composition generator and a deeply supervised discriminator. The composition generator is specifically designed to learn discriminative features for transmission matrix $T$ and global atmospheric light coefficient $A$ prediction, and then these two factors are further composited to generate the dehazed image. The deeply supervised discriminator helps regularize the generated recovered image as close as possible to the ground-truth image.

Fig. 3. Close-up of the coarse-scale branch (light blue) and fine-scale branch (light orange) of the feature extractor $G_f$. 
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Fig. 4. Visual comparison on the effectiveness of different generators. (a) Input. (b) U-Net generator (commonly used in recent GAN structures). (c) Our generator without composition components. (d) Our compositional generator (i.e., DehazeGAN).

Fig. 5. 1-D close-up illustration of the global air-light estimator $G_a$. The round squares at the bottom represent the features from $G_f$, these features are weighted by attention modules ($\text{conv} + \text{softmax} + \text{element-wise product}$) and are further aggregated by global average pooling for air-light coefficient estimation.

The transmission map prediction branch $G_t$ consists of a convolutional layer with the sigmoid function and outputs pixel wise transmission map $t$. The global atmosphere light estimator $G_a$ is used to estimate the air-light coefficient $A$ based on the global image features. Since not all regions are necessary for parameters estimation, we hence utilize a recent popular attention mechanism used in the nature language processing [36] so that the coefficient can be estimated according to the features in relevant regions. An illustration of $G_a$ is shown in Fig. 5. After obtaining $T$ and $A$, the dehazed image is produced by using the composition module in (1).

To show the effectiveness of our generator, Fig. 4 gives an illustration example. The only one difference among Fig. 4(b)–(d) demonstrates the used generator. Specifically, Fig. 4(b) adopts the commonly used U-Net generator in some popular GAN structures [27], [34]. Fig. 4(c) is the result of using our generator without composition components (i.e., $G_t$ and $G_a$ are not considered), and Fig. 4(d) is the result of using our composition generator (i.e., DehazeGAN). One can observe that Fig. 4(b) and (c) gives the brownish and blurry outputs since they are not specifically designed for dehazing. In contrast, our composition generator explicitly estimates $A$ and $T$ with clean image composited at the last layer which could generate outputs with faithful color and structures.

B. Deeply Supervised Discriminator

GAN plays a min–max game so that the generator tries to generate examples as close as possible to the real examples for the purpose of fooling the discriminator. Recently, Isola et al. [27] proposed a patch-based discriminator, which achieves good performance in image translation tasks. Isola et al.’s discriminator is a shallowly supervised discriminator with supervision at the last layer. In other words, it prefers to penalize the differences in high-level structures.

Different from image generation, the image enhancement tasks require recovering both details and structures. Hence, we propose a novel deeply supervised discriminator to fulfill this motivation. Our discriminator consists of four convolutional layers each with a stride of two, followed by batch normalization and leaky relu, which judges whether each patch in an image comes from the ground truth or the generator. Moreover, each convolutional feature map will also be passed into a sigmoid function to generate the classification prediction, hence, we will have four predictions which provide multiple level supervision to optimize our model. Fig. 6 shows the effectiveness of our deeply supervised discriminator, that is, it could yield a sharper image than the original discriminator with the supervision at only the last convolutional layer (i.e., shallowly supervised discriminator).

C. Objective Function

Our objective function consists of three terms: 1) the dehazing loss $L_r$; 2) the perceptual loss $L_p$; and 3) the adversarial learning loss $L_g$. These three terms are designed for the purpose of minimizing the reconstruction error, improving the perceptual quality and enhancing the details, respectively. In mathematics

$$L = L_r + \lambda L_p + \gamma L_g$$  \hspace{1cm} (5)$$

where $\lambda$ and $\gamma$ are two tradeoff factors.
Discriminator’s layers, that is employ the least-square loss \[39\] as the side-outputs of our generator \(G\). To improve the stability of the training phase, we employ that the perceptual loss is modeled with a 19-layer feature space. In mathematics, the perceptual loss actually measures the difference between the recovery and the ground truth in the feature space. In mathematics:

\[
\mathcal{L}_p = \frac{1}{C_f \times W_f \times H_f} \sum_{i=1}^{W_f} \sum_{j=1}^{H_f} \sum_{c=1}^{C_f} \|\Psi(I_i^{j,c}) - \Psi(I_i^{j,c})\|^2_2 \tag{7}
\]

where \(\Psi\) denotes a nonlinear transformation, and \(W_f, H_f, \) and \(C_f\) are the width, height, and channel number of the feature maps.

Multiscale Adversarial Loss: In addition to the content losses described above, we also consider the loss of adversarial learning at multiple layers to encourage the generator \(G\) to recover high-quality clean image \(G(x)\) to fool the discriminator \(D\). To improve the stability of the training phase, we employ the least-square loss [39] as the side-outputs of our discriminator’s layers, that is:

\[
\mathcal{L}_g(G, D) = \sum_{i=1}^{K} E_{x,y}[(D_i(x, y))^2] + E_x[(1 - D_i(x, G(x)))^2] \tag{8}
\]

where \(K\) is the layer number of discriminator, \(D(x, y)\) is the conditional probability of the ground-truth image \(y\) and hazy image \(x\), and \(D(x, G(x))\) is the probability that the recovered image \(G(x)\) is conditioned on \(x\).

**Dehazing Loss:** We apply a mean-square-error loss to make the output image \(I_h\) as close to ground-truth \(I\):

\[
\mathcal{L}_e = \frac{1}{C \times W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} \sum_{c=1}^{C} \|I_i^{j,c} - I_i^{j,c}\|^2_2 \tag{6}
\]

The \(W, H, \) and \(C\) are the width, height, and channel number of the input image \(I_h\) as in [31].

Perceptual Loss: To achieve better perceptual quality, we employ that the perceptual loss is modeled with a 19-layer VGG network [37], [38] pretrained on ImageNet. With the neural network \(\Psi\), the perceptual loss actually measures the difference between the recovery and the ground truth in the feature space. In mathematics:

\[
\mathcal{L}_p = \frac{1}{C_f \times W_f \times H_f} \sum_{i=1}^{W_f} \sum_{j=1}^{H_f} \sum_{c=1}^{C_f} \|\Psi(I_i^{j,c}) - \Psi(I_i^{j,c})\|^2_2 \tag{7}
\]

D. Implementation Details

Our model is implemented using Pytorch and trained on a Nvidia Titan X with the Adam optimizer [40] using a learning rate of 0.0002 and a batch size of 8. In experiments, we set \(\lambda = 10^{-3}\) and \(\gamma = 10^{-4}\) through the cross-validation.

The coarse-scale branch of feature extractor \(G_f\) is with the network structure of \(C(7, 3)\)–\(C(9, 3)\)–\(C(11, 3)\)–\(C(1, 3)\), where \(C(k, l)\) denotes the convolution with a filter of size \(k \times k\), an output channel number of \(l\) and a stride of 1 with ReLu output. The fine-scale branch of feature extractor \(G_f\) is with the structure of \(C(1, 3)\)–\(C(3, 3)\)–\(C(5, 3)\)–\(C(7, 3)\). The global air-light estimator \(G_a\) and the transmission map estimator \(G_t\) are with a convolution layer with 3-kernels to output air-light coefficient and transmission map, respectively. The deeply supervised discriminator consists of four convolutional layers, which is with the structure of \(C(3, 64)\)–\(C(3, 128)\)–\(C(3, 256)\)–\(C(3, 512)\), where each convolutional layer has a stride of two. Moreover, each side-output follows by an additional convolution layer of \(C(1, 1)\) with sigmoid to output the probability of each patch assigning the ground truth.

IV. EXPERIMENTS

We quantitatively and qualitatively evaluate our method and compared with the other state-of-the-arts on our HazeCOCO dataset and natural hazy images.

A. HazeCOCO Dataset

It is very difficult to collect same visual scene with and without haze due to the changing environmental factors, such as lighting, wind, and temperature. Therefore, recent data-driven methods [17], [18] choose to synthesize haze images from clean ones using the indoor dataset with depth images, which is limited in terms of visual patterns in the real-world.

To learn more discriminative features for dehazing, we introduce the HazeCOCO dataset (see Fig. 7) which consists of 200,000 indoor images synthesized from the SUN-RGBD dataset [41] and 1,400,000 images synthesized from the COCO}

---

**Fig. 6.** (a) Illustration of our deeply supervised discriminator. Each convolutional layer is with a stride of two. Moreover, it has a probability side-output to indicate the similarities with the ground-truth. (b) Result by a shallowly supervised discriminator (only the last layer with supervision). (c) Result by our deeply supervised discriminator.
dataset [42]. To the best of our knowledge, HazeCOCO is currently the largest dataset in the community.

As COCO is an RGB dataset, we use the method in [43] to predict the depth for the RGB images. After that, the haze images are synthesized using (1) as [17] did. Specifically, the atmospheric light $A = [k, k, k]$ is randomly sampled with a $k \in [0.6, 1.0]$ with a step-size of 0.1 and the $\beta$ is sampled from $[0.4, 1.6]$ with a step-size of 0.2. With the haze image generated, we randomly use 5% images for testing, 10% for validation, and the remaining 85% for training.

### B. Ablation Study

In this section, we investigate the performance of the alternative generator, discriminator, and loss function.

1) **Generator Comparison:** The qualitative comparison of different generator architecture has been demonstrated in Fig. 4. We report the quantitative performance of U-Net generator [27], [33], our generators with and without composition components on the HazeCOCO dataset. As illustrated in Table I, one can observe that our generator yields significant better PSNR and SSIM than the other two baselines.

The superior performance of our composition generator could be attributed to two reasons: 1) our method explicitly models the physical parameters to handle nonuniform, signal-dependent noise, which are largely neglected in existing generators and 2) our generator use composition module to recover faithful color and details.

In addition, we compare the network with and without combining the coarse-scale branch in Table II, one can observe that the PSNR and SSIM are improved thanks to the large context information captured by the coarse-scale branch.

2) **Discriminator Comparison:** We compare the performance of shallowly supervised discriminator and deeply supervised discriminator which utilize the supervision at the last layer and all layers, respectively. Table III shows that our deeply supervised discriminator remarkably improves the quality of dehazed images.

3) **Loss Comparison:** We also perform ablation study to study the effectiveness of dehazing loss $L_r$, the perceptual loss $L_p$, and the adversarial loss $L_g$. Moreover, we also list the parameters of generator, discriminator and perceptual loss regularizer, one can see that discriminator has more parameters and perceptual loss has more parameters as higher complexity network can capture more regularity in the training data. The ablation study of loss on the HazeCOCO is shown in Table IV with Fig. 8 shows an visual examples from HazeCOCO. We also list the number of parameters used in Generator (G), Discriminator (D), and VGG-16 network used for perceptual loss in Table IV. One can see the VGG network and the discriminator makes up most of the parameters as they need higher capacity to help learn discriminative features for improving visual qualities.

From Fig. 8, one could see that after considering the perceptual loss $L_p$, the haze located at dark areas is removed. With the additional adversarial loss $L_g$, more high-frequency details are preserved. When all terms are used, our method yields the best performance as shown in Table IV.

4) **Influence of Using Depth Prediction or Real Depth:** Although synthesizing haze images from clean images by estimating the depth or using available depth dataset is popular in recent works, there could be some differences between using real depth maps and estimated depth maps to synthesize hazy images. To study the influence of depth estimation, we conduct experiments using images from the Make3D dataset [44] with the ground truth of outdoor depth like [43]. In particular, we synthesize two hazy images datasets, where one is using the predicted depth from [43] and the other is using the corresponding Make3Ds real depth. Using these two new datasets, we retrain the network and obtain corresponding

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>QUANTITATIVE STUDIES ON DIFFERENT GENERATOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>U-Net generator without composition</td>
</tr>
<tr>
<td>PSNR</td>
<td>14.41</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>QUANTITATIVE STUDIES ON GENERATOR WITH/WITHOUT COARSE-SCALE BRANCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Our generator without coarse-scale branch</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.29</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.9146</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>QUANTITATIVE COMPARISON BETWEEN SHALLOWLY SUPERVISED DISCRIMINATOR AND DEEPLY SUPERVISED DISCRIMINATOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Our discriminator with last layer supervision</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.45</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.9168</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>QUANTITATIVE STUDIES ON DIFFERENT LOSSES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>$L_r$</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.72</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.9143</td>
</tr>
<tr>
<td># Parameters</td>
<td>Generator (G)</td>
</tr>
<tr>
<td></td>
<td>2238</td>
</tr>
</tbody>
</table>

Fig. 7. Image samples from the HazeCOCO dataset.
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**Fig. 8.** Qualitative studies on different lossy functions. (a) Hazy. (b) $L_r$. (c) $L_r + L_p$. (d) $L_r + L_p + L_g$. (e) GroundTruth.

**Fig. 9.** Qualitative results on some randomly sampled HazeCOCO indoor testing images.

**TABLE V**

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Using real depth of Make3D</th>
<th>Using the predicted depth of [43]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>23.57</td>
<td>22.38</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.8901</td>
<td>0.8628</td>
</tr>
</tbody>
</table>

Quantitative Studies on Using Make3D’s Real Depth Map and Predicted Depth of [43]

results. Since the Make3D is much smaller than HazeCOCO, the performance of model degrades. The PSNR and SSIM of using the predicted depth from [43] and the outdoor depth of Make3D are as shown in Table V.

Table V demonstrates that there are some differences in the performance using predicted depth and ground-truth depth, but the results are comparable. Actually, our method is independent of the existing single image depth estimation and, thus, with the development of depth estimators, the performance of our method performance could be further improved.

**C. Comparisons With State-of-the-Art**

We compare our method with seven state-of-the-art methods on HazeCOCO, which can be divided into two groups: the first group consists of prior-based methods, for example, DCP [8], BCCR [13], ATM [45], and CAP [14]. The second group consists of data-driven approaches, for example, DehazeNet [19], MSCNN [17], and AOD-Net [18].

1) On Synthetic HazeCOCO Dataset: We first report all methods’ average PSNR, SSIM, and running time on HazeCOCO in Table VI. Our method achieves superior performance in all metrics thanks to the physical modeling and adversarial learning.

Our method outperforms the second best methods by at least 1.66% and 2.0% in terms of PSNR and SSIM, respectively. On the outdoor dataset, our method again outperforms the AOD-Net by 2.06% and 1.74% in terms of PSNR and SSIM, respectively. Our method takes about 0.73 s to handle one image, which is the second fastest method. As the entire pipeline of our method and AOD-Net can be parallelized by GPU, hence these end-to-end methods are remarkably faster than the methods (DCP, BCCR, ATM, MSCNN, and DehazeNet) with separate estimation.

Some qualitative examples are provided in Figs. 9 and 10 with the following observations.

1) Prior-based ATM, BCCR, CAP, and DCP show color aberration which could attribute to the overestimation or underestimation of the transmission map.
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Fig. 10. Qualitative results on some randomly sampled HazeCOCO outdoor testing images.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>ATM</th>
<th>BCCR</th>
<th>CAP</th>
<th>DCP</th>
<th>MSCNN</th>
<th>DehazeNet</th>
<th>AOD-Net</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running Time</td>
<td>Seconds</td>
<td>35.19</td>
<td>1.71</td>
<td>2.81</td>
<td>1.28</td>
<td>1.70</td>
<td>1.81</td>
<td><strong>0.65</strong></td>
</tr>
<tr>
<td>Outdoor</td>
<td>PSNR</td>
<td>18.09</td>
<td>19.06</td>
<td><strong>23.90</strong></td>
<td>20.71</td>
<td>21.96</td>
<td>22.67</td>
<td>23.26</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.775</td>
<td>0.7963</td>
<td>0.8422</td>
<td>0.8330</td>
<td>0.7725</td>
<td>0.8645</td>
<td><strong>0.8954</strong></td>
</tr>
<tr>
<td>Indoor</td>
<td>PSNR</td>
<td>19.45</td>
<td>18.30</td>
<td>22.01</td>
<td>18.81</td>
<td>20.71</td>
<td>23.33</td>
<td><strong>28.38</strong></td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.7651</td>
<td>0.7568</td>
<td>0.7863</td>
<td>0.7515</td>
<td>0.6428</td>
<td>0.7079</td>
<td><strong>0.9089</strong></td>
</tr>
</tbody>
</table>

TABLE VI
AVERAGE PSNR, SSIM, AND RUNNING TIME ON HAZE COCO DATASET. THE RED INDICATES THE BEST RESULT AND THE BLUE INDICATES THE SECOND BEST RESULT

Fig. 11. Qualitative results with the generated transmission maps where the yellow number on the left-hand corner is the predicted global air-light coefficient.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>DCP</th>
<th>BCCR</th>
<th>ATM</th>
<th>CAP</th>
<th>DehazeNet</th>
<th>MSCNN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average MSE Error on Transmission Map</td>
<td>0.0758</td>
<td>0.0521</td>
<td>0.1084</td>
<td>0.0431</td>
<td>0.0431</td>
<td>0.0446</td>
<td><strong>0.02356</strong></td>
</tr>
<tr>
<td>Average MSE Error on Air-light</td>
<td>0.0436</td>
<td>0.0931</td>
<td>0.3703</td>
<td>0.0389</td>
<td>0.0530</td>
<td>0.0521</td>
<td><strong>0.0608</strong></td>
</tr>
</tbody>
</table>

TABLE VII
MSE-ERROR ON TRANSMISSION MAP AND GLOBAL-AIR-LIGHT. THE BOLD FACE INDICATES THE BEST RESULT

2) DehazeNet, MSCNN, and AOD-Net show better results than the prior-based methods in some examples, some shadow areas still have haze as haze level of underestimation of haze level.

3) DehazeGAN yields the most nature recovery result, which suggests that our method can learn accurate physical parameters for superior recovery performance.

2) Quality of Predicted Transmission and Air-Light Coefficient: We also compare the estimated transmission and global air-light coefficient from different methods using average MSE error on the HazeCOCO dataset with the best performance highlighted in bold.

From Table VII, one can observe that our method achieves the best transmission map and a good air-light estimation, though these factors are intermediate result which are learned through data without using the ground truth. Note that DehazeNet and MSCNN have access to the pixel-level transmission map as ground truth.

In addition, we also attach the transmission maps estimated by different methods in Fig. 11. One could observe that our physical parameters learned from data are quite accurate to help produce results close to the ground truth.

3) Qualitative Comparison on Real-World Examples: We also perform comparison on some real-world hazy images...
commonly used in [17] and [18] to show the existing methods generalization capability to real cases. From Fig. 12, the results of the prior-based methods (e.g., ATM, DCP, and BCCR) show color distortions. DehazeNet and AOD-Net underestimate the haze level of sky region which results in residual haze in sky area. On the other hand, the proposed method yields the best color and details thanks to the novel generator and discriminator.

V. CONCLUSION

In his article, we proposed DehazeGAN for single image haze removal. The proposed method uses a novel adversarial composition network to learn discriminative physical parameters for clean image recovery. To facilitate evaluation and comparison, we create HazeCOCO which is currently the largest dataset for single image dehazing currently. Extensive experiments have demonstrated the promising qualitative and quantitative performance of our method in the HazeCOCO dataset.
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