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ABSTRACT
Cross-modal retrieval has been a compelling topic in themultimodal
community. Recently, to mitigate the high cost of data collection,
the co-occurred pairs (e.g., image and text) could be collected from
the Internet as a large-scaled cross-modal dataset, e.g., Conceptual
Captions. However, it will unavoidably introduce noise (i.e., mis-
matched pairs) into training data, dubbed noisy correspondence.
Unquestionably, such noise will make supervision information unre-
liable/uncertain and remarkably degrade the performance. Besides,
most existing methods focus training on hard negatives, which will
amplify the unreliability of noise. To address the issues, we propose
a generalized Deep Evidential Cross-modal Learning framework
(DECL), which integrates a novel Cross-modal Evidential Learn-
ing paradigm (CEL) and a Robust Dynamic Hinge loss (RDH) with
positive and negative learning. CEL could capture and learn the
uncertainty brought by noise to improve the robustness and reliabil-
ity of cross-modal retrieval. Specifically, the bidirectional evidence
based on cross-modal similarity is first modeled and parameterized
into the Dirichlet distribution, which not only provides accurate
uncertainty estimation but also imparts resilience to perturbations
against noisy correspondence. To address the amplification prob-
lem, RDH smoothly increases the hardness of negatives focused on,
thus embracing higher robustness against high noise. Extensive ex-
periments are conducted on three image-text benchmark datasets,
i.e., Flickr30K, MS-COCO, and Conceptual Captions, to verify the
effectiveness and efficiency of the proposed method. The code is
available at https://github.com/QinYang79/DECL.
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1 INTRODUCTION
Cross-modal retrieval aims to retrieve the relevant instances across
different modalities, which is receiving more and more attention
from academics and industrial sectors [6, 13, 14, 20, 45]. The core of
cross-modal retrieval is to measure the similarity between different
modalities and to retrieve the most relevant samples from other
modalities according to the similarities.

To address the issue, most existing methods exploit different
techniques to maximize the similarity of positive cross-modal pairs
while minimizing that of the negatives, such as common representa-
tion learning [20, 37] and similarity learning[6, 22]. Although these
approaches have achieved promising performance, most of them
heavily rely on large-scaled well-annotated data [14]. It is expensive
and even impossible to collect extremely clean large-scaled data.
To alleviate the collection cost, one could collect the co-occurred
image-text pairs from the Internet as a cheap large-scaled cross-
modal dataset, e.g., Conceptual Captions [32]. However, without
carefully manually annotating, it is inevitable to introduce noise
(i.e., mismatched pairs) into collected data, a.k.a noisy correspon-
dence, which will undoubtedly make cross-modal correspondence
unreliable/uncertain and remarkably degrade the retrieval perfor-
mance. Especially for the widely-used hinge-based triplet ranking
loss with hard negatives [6, 7, 20, 22], the hard learning paradigm
would be more sensitive to the noise, and the uncertainty could
remarkably degrade the retrieval performance as shown in our
experiments (e.g., Tables 1 and 2).

The most similar paradigm to noisy correspondence might be
learning with noisy labels [3, 10, 26]. In the decades, numerous
methods are proposed to alleviate the negative influence of noisy
labels for classification tasks, e.g., co-teaching [10], robust loss
functions [26], etc. Obviously, the noisy correspondence refers
to the wrong alignments of cross-modal pairs, which is different
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Figure 1: The overview of our Deep Evidential Cross-modal Learning framework (DECL). The images and texts are first encoded
to feature representations, and then the similarities across different modalities are computed by similarity measure functions
(e.g., cosine [20] and SGR [6]). Second, the evidence extractor 𝑓 is exploited to collect the non-negative evidence parameterized
into Dirichlet distribution 𝜶 , which models the second-order query probabilities and the overall uncertainty. Finally, DECL
integrates CEL and RDH to train the model on clean and noisy sets separated by evidence with positive and negative learning.

from noisy labels of classification tasks [10, 26], thus making these
robust learning methods incapable of tacking noisy correspondence
cases. To be specific, noisy correspondence focuses on the uncertain
instance-level matching instead of the category-level unreliability.
Thus, noisy correspondence will be more challenging than noisy
labels because the number of instances is much larger than that of
categories.

To tackle the challenge, we propose a Deep Evidential Cross-
modal Learning framework (DECL) to robustly learn cross-modal
similarity with noisy correspondence for cross-modal retrieval as
shown in Figure 1. To be specific, our DECL exploits a novel Cross-
modal Evidential Learning paradigm (CEL) to capture and leverage
the uncertainty brought by noise to isolate the noisy pairs, thus
addressing the unreliability problem. Furthermore, to address the
hard negative problem, RDH smoothly increases the hardness of
negatives during training to mitigate the adverse effects of unre-
liable hard negatives caused by noisy correspondence. With the
integration of CEL and RDH, our DECL could accurately separate
and employ the clean and noisy data for learning with noisy cor-
respondence. Specifically, to capture the uncertainty caused by
the noisy correspondence, CEL first models and parameterizes the
bidirectional evidence into Dirichlet distribution according to the
cross-modal similarity. Second, the learned evidence is exploited
to dynamically separate the training data into a matched set with
clean pairs and a mismatched set with noisy pairs. Finally, by inte-
grating CEL and RDH losses, DECL trains the cross-modal model
on the matched and mismatched set with positive and negative
learning, respectively. Our main contributions can be summarized
as follows:

• Wepropose a generalizedDeep Evidential Cross-modal Learn-
ing framework (DECL) to provide trusted retrieval in an ef-
fective and efficient way. Our DECL could be directly applied
to existing methods to robustly learn with noisy correspon-
dence for cross-modal retrieval.

• A Cross-modal Evidential Learning paradigm (CEL) is pre-
sented to capture the uncertainty brought by noise to im-
prove the robustness and reliability. In addition, the learned
uncertainty could be exploited to self-estimate the retrieval
reliability for some insightful evaluation. To the best of our
knowledge, our CEL could be the first method that endows
evidential learning with cross-modal retrieval.

• A Robust Dynamic Hinge loss (RDH) is proposed to mitigate
the adverse effects of unreliability caused by noisy correspon-
dence. Specifically, RDH smoothly increases the hardness of
negatives during training to improve the robustness against
noisy correspondence.

• Extensive experiments verify that the proposed method im-
proves the robustness against noisy correspondence, espe-
cially the high noise rate. Moreover, we provide insightful
analysis that the learned uncertainty could reduce the neg-
ative impacts of noisy correspondences, improving the ro-
bustness.

2 RELATEDWORKS
In this section, we briefly review some most related works from
three aspects, i.e., deep cross-modal retrieval, learning with noisy
labels, and uncertainty-based learning.

2.1 Deep Cross-Modal Retrieval
Most existing cross-modal methods attempt to exploit the mutual
information of cross-modal pairs (e.g., image and text) to learn a
common space, wherein different modalities could be compara-
ble by manual or learnable similarity metrics for retrieval. These
methods could be roughly categorized into two groups, i.e., coarse-
grained matching [7, 18, 37] and fine-grained matching [4, 20, 25].
Specifically, coarse-grained matching methods aim at excavating
the global cross-modal correspondence by projecting the whole im-
ages and the full texts into a common discriminant space [7, 18, 37].
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However, these approaches ignore the intrinsic local correspon-
dence between the image objects and the words in cross-modal
pairs. To address the issue, fine-grained matching methods attempt
to establish the local connections between the objects of images and
words of sentences to infer the latent fine-grained visual-semantic
relationships. However, these methods implicitly assume that all
positive cross-modal pairs are correctly aligned in the training data,
which is impractical in practice due to the high cost of collection
and annotation. To tackle the partially aligned data caused by noisy
correspondence, Huang et al. [14] present a Noisy Correspondence
Rectifier method (NCR) to learn with noisy correspondence. In brief,
NCR separates the training data into clean and noisy pairs and then
rectifies the cross-modal correspondence in a co-teaching manner.
However, it is hard to accurately divide the noisy data only relying
on traditional loss, especially for extremely high noise. Moreover,
its “co-learning” training manner will exponentially increase the
training overhead.

2.2 Learning with Noisy Labels
To tackle the ubiquitous unreliable annotations, numerous robust
training methods are proposed to learn from noisy labels for classi-
fication tasks and have achieved promising results [33, 34, 36]. One
of the typical techniques is the correction strategy, which could
be classified into two groups: label correction [23, 35] and loss
correction [10, 29]. Label correction methods aim to improve the
training robustness by correcting the wrong labels [23, 35], but they
require some additional clean data or expensive detection processes
for estimating noise, which remarkably limits their practicability.
Moreover, loss correction methods estimate the noise transition
matrix to correct the loss for robust training [10, 29]. However, ac-
curately estimating the transition matrix is challenging in practice
[21]. Different from correction strategy, some works attempt to de-
sign adaptive training strategies to improve the training robustness
against noisy labels. Specifically, these methods learn a weighting
scheme to re-weight samples so that degrade the contributions
of noisy samples to the training [15]. Recently, the memorization
nature of deep neural networks (DNNs) [3] has been exploited to
select clean samples from noisy training data for robust learning
[2, 21, 42]. As aforementioned, the noisy cross-modal correspon-
dence is more challenging than noise labels, and the above robust
training methods cannot tackle it.

2.3 Uncertainty-based Learning
Although DNNs have achieved great success in various applications
[43, 44], most deep models are deterministic predictions and cannot
assess the uncertainty of their decisions like humans. To achieve
that, some early works endow DNNs with uncertainty by using dis-
tributions instead of the deterministic weight parameters [8, 17, 28],
but leading to huge extra computation overhead. Subsequently,
some studies explore different methods to estimate the uncertainty
of the model predictions [9, 19, 27]. Specifically, Sensoy et al. [31]
employed the Subjective Logic (SL) theory [16] to explicitly model
the uncertainty of DNNs by placing the Dirichlet distribution on
the class probability, which greatly improves the endurance against
adversarial perturbations. Unlike some multi-view methods[39, 40],
Han et al. [11] endowed multi-view classification with uncertainty

to dynamically integrate different views at an evidence level, which
greatly improves the reliability and robustness of multi-view clas-
sification. For object detection tasks, Wang et al. [38] introduce
uncertainty quantification into training to avoid overconfident pre-
dictions and achieve robust semi-supervised learning against noise.
Different from these methods of estimating class uncertainty, we
aim to model the uncertainty of cross-modal correspondence to
achieve robust and reliable performance in cross-modal retrieval.

3 THE PROPOSED METHOD
3.1 Problem Formulation
Let P = {𝑃𝑖 }𝑁𝑖=1 be the annotated cross-modal pairs for training,
where 𝑃𝑖 = (𝐼𝑖 ,𝑇𝑖 ) is the 𝑖th visual 𝐼𝑖 and textual 𝑇𝑖 pair, and 𝑁 is
the data size. The cross-modal similarity of 𝑃𝑖 could be measured
through 𝑆 (𝑣 (𝐼𝑖 ), 𝑡 (𝑇𝑖 )), where 𝑣 and 𝑡 are the modality-specific
encoders that embed the visual and textual modalities into feature
representations, respectively. Notably, the similarity function 𝑆 (·, ·)
could be a non-parametric [7, 20] or parametric [6]. To simplify the
representation, we denote 𝑆 (𝑣 (𝐼𝑖 ), 𝑡 (𝑇𝑖 )) as 𝑆 (𝐼𝑖 ,𝑇𝑖 ) in the following.

In practice, it is unavoidable to introduce noise into the train-
ing data, leading to mismatched pairs, a.k.a noisy correspondence,
which makes supervision information unreliable/uncertain in cross-
modal learning. To tackle the noisy correspondence, we propose
a generalized Deep Evidential Cross-modal Learning framework
(DECL). The overall objective function for a mini-batch with 𝐾
pairs is shown as follows:

L𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =
1
𝐾

𝐾∑︁
𝑖=1

L𝑒 (𝐼𝑖 ,𝑇𝑖 , 𝑙𝑖 ) + _1
𝐾∑︁
𝑖=1

𝑙𝑖Lℎ (𝐼𝑖 ,𝑇𝑖 ), (1)

where L𝑒 is the loss function for bidirectional evidential learning,
Lℎ is the proposed RDH loss function, _1 is a positive balance
factor, and 𝑙𝑖 is the predicted correspondence label according to its
support evidence. 𝑙𝑖 could be obtained as follows:

𝑙𝑖 =

{
1, if 𝑖 = argmax(𝒆𝑖2𝑡

𝑖
+ 𝒆𝑡2𝑖

𝑖
),

0, otherwise,
(2)

where 𝒆𝑖2𝑡
𝑖

and 𝒆𝑡2𝑖
𝑖

are two𝐾-dimensional evidence vectors inferred
through the cross-modal similarities of a given visual 𝐼𝑖 and textual
𝑇𝑖 samples, respectively. The evidence could measure the amount
of support collected from data in favor of a retrieved cross-modal
sample to be correlated to the given query. Therefore, 𝑙𝑖 could be
exploited to determine whether DECL performs positive learning
or negative learning on the pair (𝐼𝑖 ,𝑇𝑖 ) in Equation (1).

3.2 Uncertainty Modeling
In this section, we utilize the Dempster-Shafer Theory of Evidence
to model the cross-modal uncertainty, which follows the principles
of Subjective Logic [16]. For ease of representation, we only consider
the computation in a given mini-batch with𝐾 pairs in the following.
Given a pair (𝐼𝑖 ,𝑇𝑗 ), the evidence could be extracted by the evidence
extractor 𝑓 (See Figure 1), which is defined as

𝑒𝑖 𝑗 = 𝑓 (𝑆 (𝐼𝑖 ,𝑇𝑗 )) = exp(tanh(𝑆 (𝐼𝑖 ,𝑇𝑗 )/𝜏) , (3)
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where 0 < 𝜏 < 1 is a scaling parameter. Thus, the evidence vector
𝒆𝑖2𝑡
𝑖

of a given visual query 𝐼𝑖 could be extracted from the corre-
sponding cross-modal similarities through Equation (3), i.e., 𝒆𝑖2𝑡

𝑖
=

[𝑒𝑖1, 𝑒𝑖2, · · · , 𝑒𝑖𝐾 ]. Similarly, the evidence vector 𝒆𝑡2𝑖
𝑖

of a given tex-
tual query 𝑇𝑖 could be obtained by 𝒆𝑡2𝑖

𝑖
= [𝑒1𝑖 , 𝑒2𝑖 , · · · , 𝑒𝐾𝑖 ].

Subjective Logic tries to assign a belief mass to each query and
an overall uncertainty mass based on the collected cross-modal
evidence (e.g., 𝒆𝑖2𝑡

𝑖
and 𝒆𝑡2𝑖

𝑖
), which could be defined as

𝑏𝑖 𝑗 =
𝑒𝑖 𝑗

𝐿𝑖
=
𝛼𝑖 𝑗 − 1
𝐿𝑖

and 𝑢𝑖 =
𝐾

𝐿𝑖
, (4)

where 𝐿𝑖 =
∑𝐾
𝑗=1 (𝑒𝑖 𝑗 + 1) and 𝑢 + ∑𝐾

𝑗=1 𝑏𝑖 𝑗 = 1. The 𝐿𝑖 could be
regarded as the Dirichlet distribution strength, and the belief mass
assignment 𝒃𝑖 = [𝑏𝑖1, 𝑏𝑖2, · · · , 𝑏𝑖𝐾 ] could be viewed as subjective
opinions corresponding to the Dirichlet distribution with parame-
ters 𝜶 𝑖 = [𝛼𝑖1, 𝛼𝑖2, · · · , 𝛼𝑖𝐾 ], where 𝛼𝑖 𝑗 = 𝑒𝑖 𝑗 + 1.

Intuitively, cross-modal retrieval is similar to classifying in-
stances (i.e., pairs), the query similarity corresponds to the proba-
bility alignment. The Dirichlet distribution parametrized over evi-
dence represents the density of each such probability assignment.
Thus, 𝜶 𝑖 models second-order probabilities and uncertainty [16].
The density function is defined as

𝐷 (𝒑𝑖 |𝜶 𝑖 ) =
{

1
𝐵 (𝜶 𝑖 )

∏𝐾
𝑗=1 𝑝

𝛼𝑖 𝑗−1
𝑖 𝑗

for 𝒑𝑖 ∈ S𝐾
0 otherwise

, (5)

where𝒑𝑖 ∈ R𝐾 are the query probabilities,𝐵(𝜶 𝑖 ) is the𝐾-dimensional
multinomial beta function, and S𝐾 is the 𝐾-dimensional unit sim-
plex [11].

3.3 Cross-modal Evidential Learning
Inspired by Contrast Learning [5, 12], we can intuitively regard
cross-modal retrieval as 𝐾-way classification that a query is classi-
fied to its positive cross-modal counterpart. Given a query 𝐼𝑖 or 𝑇𝑖 ,
its retrieval ground-truth 𝒚𝑖 could be defined as a 𝐾-dimensional
vector whose 𝑖th element is 𝑙𝑖 and the rest are 0. The least-squares
loss (LS) is exploited to make the query probabilities 𝒑𝑖 approach
the ground-truth 𝒚𝑖 . Notably, the density of 𝒑𝑖 follows the parame-
terized Dirichlet distribution 𝜶 𝑖 . Thus, the loss could be formulated
as follows:

L𝑚 (𝜶 𝑖 ,𝒚𝑖 ) =
∫ 𝒚𝑖 − 𝒑𝑖

2
2

1
𝐵 (𝜶 𝑖 )

𝐾∏
𝑗=1

𝑝
𝛼𝑖 𝑗−1
𝑖 𝑗

𝑑𝒑𝑖

=

𝐾∑︁
𝑗=1

[ (
𝑦𝑖 𝑗 − E(𝑝𝑖 𝑗 )

)2 + Var
(
𝑝𝑖 𝑗

) ]
=

𝐾∑︁
𝑗=1

(
𝑦𝑖 𝑗 −

𝛼𝑖 𝑗

𝐿𝑖

)2
+
𝛼𝑖 𝑗

(
𝐿𝑖 − 𝛼𝑖 𝑗

)
𝐿2
𝑖
(𝐿𝑖 + 1)

(6)

where E(𝑝𝑖 𝑗 ) and Var
(
𝑝𝑖 𝑗

)
are the expected value and the vari-

ance of 𝑝𝑖 𝑗 , respectively. The expected probability E(𝑝𝑖 𝑗 ) could be
estimated by 𝛼𝑖 𝑗

𝐿𝑖
[31]. More derivation details could be found in

the supplementary material1. From Equation (6), one could find
that minimizing L𝑚 will make the expected probabilities E(𝒑𝑖 )
approach the ground-truth𝒚𝑖 , while reducing the variance Var(𝒑𝑖 ).
1https://github.com/QinYang79/DECL/blob/main/supplementary_material.pdf

Although Equation (6) could ensure that evidence for positive
pairs is higher than evidence for negative pairs, it is unable to
guarantee that negative pairs generate zero evidence. Thus, we
enforce the total evidence of negative samples to shrink to zero.
To this end, a Kullback-Leibler (KL) divergence term is introduced
to penalize the divergences from the uncertain retrieval, which is
formulated as

L𝑘𝑙 (𝜶 𝑖 ,𝒚𝑖 )
= 𝐾𝐿

[
𝐷
(
𝒑𝑖 | �̃� 𝑖

)
∥𝐷

(
𝒑𝑖 | 1

) ]
= log

©«
Γ
(∑𝐾

𝑗=1 𝛼𝑖 𝑗
)

Γ(𝐾)∏𝐾
𝑗=1 Γ

(
𝛼𝑖 𝑗

) ª®®¬ +
𝐾∑︁
𝑗=1

(
𝛼𝑖 𝑗 − 1

) 𝜓
(
𝛼𝑖 𝑗

)
−𝜓 ©«

𝐾∑︁
𝑗=1

𝛼𝑖 𝑗
ª®¬
 ,
(7)

where �̃� 𝑖 = 𝒚𝑖 + (1 − 𝒚𝑖 ) ⊙ 𝜶 𝑖 is the Dirichlet parameters after
removing the unreliable evidence from the predicted Dirichlet dis-
tribution, and Γ (·) and𝜓 (·) are the gamma and digamma functions,
respectively.

For image-to-text retrieval (i.e., retrieving texts with an image
query), one could obtain a query evidence vector 𝒆𝑖2𝑡

𝑖
∈ R𝐾 for a

given query 𝐼𝑖 by Equation (3). Then, the corresponding Dirichlet
distribution 𝜶 𝑖2𝑡

𝑖
= 𝒆𝑖2𝑡

𝑖
+ 1. The image query evidential loss is

L𝑖2𝑡𝑒 (𝐼𝑖 , 𝑙𝑖 ) = L𝑚 (𝜶 𝑖2𝑡𝑖 , 𝑙𝑖 ) + _2L𝑘𝑙 (𝜶 𝑖2𝑡𝑖 , 𝑙𝑖 ), (8)

where 0 < _2 < 1 is a balance factor. Similarly, the evidential
loss L𝑡2𝑖𝑒 (𝑇𝑖 , 𝑙𝑖 ) for text-to-image retrieval could also be obtained
like the above equation. Therefore, the bidirectional evidential loss
could be formulated as

L𝑒 (𝐼𝑖 ,𝑇𝑖 , 𝑙𝑖 ) = L𝑖2𝑡𝑒 (𝐼𝑖 , 𝑙𝑖 ) + L𝑡2𝑖𝑒 (𝑇𝑖 , 𝑙𝑖 ) . (9)

3.4 Robust Dynamic Hinge Loss
The early cross-modal methods mainly employ a hinge-based triplet
ranking loss (HTR) with a margin for Image-Text matching, which
makes the model pay attention to all negatives in a mini-batch. To
improve the performance of HTR, Faghri et al. [7] incorporated
hard negative pairs in HTR, dubbed Max of Hinge loss (MH), which
only focuses on the hardest negatives instead of all ones. However,
we observe that MH performs very poorly in the presence of noisy
correspondence (see Tables 1, 2 and 4), probably because the hardest
negatives will over-amplify the wrong gradients caused by the
noisy correspondence. To mitigate the overamplification influence
of mismatched pairs, we present a Robust Dynamic Hinge loss
(RDH) to dynamically increase the hardness of negatives, which
could be defined as

Lℎ (𝐼 ,𝑇 ) = 1
𝑛

(∑𝑛
𝑗=1 [𝛾 − 𝑆 (𝐼 ,𝑇 ) + 𝑆 (𝐼 ,𝑇𝑗 )]+ +∑𝑛

𝑗=1 [𝛾 − 𝑆 (𝐼 ,𝑇 ) + 𝑆 (𝐼 𝑗 ,𝑇 )]+
)
,

(10)
where [𝑥]+ ≡ max(𝑥, 0) and 𝑛 is the number of selected hardest
negatives, i.e., {𝐼 𝑗 }𝑛𝑗=1 and {𝑇𝑗 }𝑛𝑗=1. Note that 𝑛 will dynamically
decrease during training by

𝑛 = max(⌈𝐾 − [ ∗ 𝑆𝑡𝑒𝑝⌉, `) (11)

where𝐾 is the size of mini-batch, [ is the annealing coefficient, 𝑆𝑡𝑒𝑝
is the current training step, ⌈𝑥⌉ is the rounding down operation,
and ` is the lower bound of 𝑛.

https://github.com/QinYang79/DECL/blob/main/supplementary_material.pdf
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4 EXPERIMENTS
In this section, we conduct extensive experiments to verify the ef-
fectiveness and efficiency of our DECL. In the experiments, we use
three widely-used datasets, i.e., Flickr30K [41], MS-COCO [24], and
Conceptual Captions [32]. We artificially simulate the noisy corre-
spondence to comprehensively evaluate the robustness of compared
methods against different degrees of noise on two well-annotated
datasets, i.e., Flickr30K and MS-COCO. Besides, to evaluate the per-
formance under real noisy correspondence, we conduct comparison
experiments on Conceptual Captions collected from the wild.

4.1 Datasets and Performance Measurements
To comprehensively evaluate the performance of our method, we
use three widely-used image-text datasets in the experiments. A
brief introduction of these datasets is given as follows:

• Flickr30K [41] has 31,000 images collected from the Flickr
website and each image corresponds to five captions. We
follow the data partition of [20]: 1,000 images for validation,
1,000 images for testing, and the rest for training.

• MS-COCO [24] consists of 123,287 imageswith five captions
each. Following [20], 5,000 images are selected for validation,
5,000 images for testing, and the rest for training.

• Conceptual Captions [32] is a large-scale image-text dataset
with 3.3M images collected from the Internet and each im-
age has a single caption. This dataset consists of 3% ∼ 20%
pairs with noisy correspondence [32]. Following [14], we
use a subset of Conceptual Captions, i.e., CC152K, to conduct
experiments. Specifically, 150,000 images for training, 1,000
images for validation, and 1,000 images for testing.

We need to perform preprocessing for all original images to obtain
feature vectors of regions [1]. More specifically, we employ the
Faster-RCNN [30] detector to extract 36 region proposals from each
original image and encode each proposal into a 2048-dimensional
feature vector. For each caption, following [6], the word embedding
size is 300, and the dimensionality of joint embedding is 1024. We
follow [14, 20] to compute Recall at K (R@K) on all retrieval results
as the measurement of performance. In our experiments, we report
R@1, R@5, R@10, and their sum to evaluate the performance of
our DECL.

4.2 Implementation Details
Our DECL could be directly applied to almost all cross-modal re-
trieval methods to improve their robustness against noisy corre-
spondence. Without losing generality, we apply our DECL to SGR,
SAF, and SGRAF [6] to comprehensively verify the effectiveness
of our framework. Specifically, we directly perform our DECL on
the similarity output of these models without any changes to their
models. We train our framework using the same settings as [6],
except for our specific parameters, whose settings are given in the
supplementary material1.

4.3 Comparison with State-of-the-Arts
In this section, we conduct comparison experiments in terms of
cross-modal retrieval on three datasets to evaluate the performance
of our DECL. The baselines are SCAN (i-t AVG) [20], VSRN [22],

IMRAM (Text) [4], SGRAF [6], and NCR [14] respectively, wherein
NCR is the robust learning method against noisy correspondence.
To verify the robustness of our framework, we inject noisy cor-
respondence in Flickr30K and MS-COCO datasets by randomly
shuffling images for a specific percentage (i.e., 20%, 40% 60%, and
80%), which is more strict than [14]. Due to the space limitation, we
move the comparison results and the discussion of 0% noise to the
supplementary material1. Unlike them, CC152K naturally contains
3% ∼ 20% pairs with noisy correspondence. For this, no artificial
noise needs to be injected.

4.3.1 Comparisons on Flickr30. Table 1 reports the experimental
results on the 1K test images of Flickr30K. The experimental re-
sults show that DECL-SGRAF not only achieves the best overall
performance under low noise, but also maintains superior robust-
ness under extreme high noise (80%). Thanks to our DECL, one
could greatly improve the ability of baselines (e.g., SGR and SAF)
to resist noise. Specifically, DECL improves R@1 of SAF by 10.6%,
62.7%, 56.5%, and 46.9% for retrieving texts under different noise
rates, respectively. For SGR, DECL improves R@1 by 18.6%, 64.9%,
63.0%, and 44.2% for retrieving images under different noise rates,
respectively. Thus, our DECL could greatly improve the robust-
ness of the baselines against noisy correspondence. Moreover, our
DECL-SGRAF could outperform the best baseline NCR in terms of
sum for retrieving texts under different noise rates by exceeding
3.6, 12.5, 266.0, and 373.4, respectively.

4.3.2 Comparisons on MS-COCO. Tables 1 and 2 show the bidirec-
tional retrieval results on the MS-COCO dataset. Following [20],
we report the average results over 5 folds of 1K test images for
a comprehensive comparison as shown in Table 1. From the ex-
perimental results, one could see that our DECL could improve
the robustness of baselines against noisy correspondence, e.g., SAF
and SGR. Similarly, NCR could also improve the performance of
SGR under noisy correspondence. However, we found that NCR
will fail to handle the noisy correspondence with high noise rates,
such as higher than 50%. One reason might be that it is hard for
NCR to divide the noisy and clean pairs only relying on the dif-
ferent distribution of losses under high noise rates because the
dominance of noise makes the distribution indistinguishable. On
the contrary, our DECL shows strong robustness against noise and
outperforms all baselines. This might benefit from the uncertainty
learning, which could alleviate the impact of noise, thus leading to
robustness. Besides, we also evaluate the retrieval performance of
compared methods for 5K test images without additional noise. The
experimental results are reported in Table 2, wherein some results
are brought from the corresponding papers. From the results, one
could see that our DECL-SGRAF achieves competitive results, with
the best results for retrieving image.

4.3.3 Comparisons on CC152K. In addition to the manual noise,
we also evaluate the proposed method under the real noisy corre-
spondence of CC152K. The experimental results are reported in
Table 2. From the results, one could observe that our DECL could
achieve competitive performance under real noise. Specifically, al-
most all results of DECL-SGRAF are superior to that of all baselines
for cross-modal retrieval, except for R@1 of retrieving text. DECL-
SGRAF is 1.6% and 1.7% higher than the best baseline NCR in terms
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Flickr30K MS-COCO 1K
Image → Text Text → Image Image→ Text Text → Image

Noise Methods R@1 R@5 R@10 R@1 R@5 R@10 Sum R@1 R@5 R@10 R@1 R@5 R@10 Sum

20%

SCAN [20] 58.5 81.0 90.8 35.5 65.0 75.2 406.0 62.2 90.0 96.1 46.2 80.8 89.2 464.5
VSRN [22] 33.4 59.5 71.3 25.0 47.6 58.6 295.4 61.8 87.3 92.9 50.0 80.3 88.3 460.6
IMRAM [4] 22.7 54.0 67.8 16.6 41.8 54.1 257.0 69.9 93.6 97.4 55.9 84.4 89.6 490.8
SAF [6] 62.8 88.7 93.9 49.7 73.6 78.0 446.7 71.5 94.0 97.5 57.8 86.4 91.9 499.1
SGR [6] 55.9 81.5 88.9 40.2 66.8 75.3 408.6 25.7 58.8 75.1 23.5 58.9 75.1 317.1
NCR [14] 73.5 93.2 96.6 56.9 82.4 88.5 491.1 76.6 95.6 98.2 60.8 88.8 95.0 515.0
DECL-SAF 73.4 92.0 96.4 53.6 79.7 86.4 481.5 74.4 95.3 98.2 59.8 88.3 94.8 510.8
DECL-SGR 74.5 92.9 97.1 53.6 79.5 86.8 484.4 75.6 95.1 98.3 59.9 88.3 94.7 511.9
DECL-SGRAF 77.5 93.8 97.0 56.1 81.8 88.5 494.7 77.5 95.9 98.4 61.7 89.3 95.4 518.2

40%

SCAN [20] 26.0 57.4 71.8 17.8 40.5 51.4 264.9 42.9 74.6 85.1 24.2 52.6 63.8 343.2
VSRN [22] 2.6 10.3 14.8 3.0 9.3 15.0 55.0 29.8 62.1 76.6 17.1 46.1 60.3 292.0
IMRAM [4] 5.3 25.4 37.6 5.0 13.5 19.6 106.4 51.8 82.4 90.9 38.4 70.3 78.9 412.7
SAF [6] 7.4 19.6 26.7 4.4 12.2 17.0 87.3 13.5 43.8 48.2 16.0 39.0 50.8 211.3
SGR [6] 4.1 16.6 24.1 4.1 13.2 19.7 81.8 1.3 3.7 6.3 0.5 2.5 4.1 18.4
NCR [14] 68.1 89.6 94.8 51.4 78.4 84.8 467.1 74.7 94.6 98.0 59.6 88.1 94.7 509.7
DECL-SAF 70.1 90.6 94.4 49.7 76.6 84.1 465.5 73.3 94.6 98.1 57.9 87.2 94.1 505.2
DECL-SGR 69.0 90.2 94.8 50.7 76.3 84.1 465.1 73.6 94.6 97.9 57.8 86.9 93.9 504.7
DECL-SGRAF 72.7 92.3 95.4 53.4 79.4 86.4 479.6 75.6 95.5 98.3 59.5 88.3 94.8 512.0

60%

SCAN [20] 13.6 36.5 50.3 4.8 13.6 19.8 138.6 29.9 60.9 74.8 0.9 2.4 4.1 173.0
VSRN [22] 0.8 2.5 5.3 1.2 4.2 6.9 20.9 11.6 34.0 47.5 4.6 16.4 25.9 140.0
IMRAM [4] 1.5 8.9 17.4 1.9 5.0 7.8 42.5 18.2 51.6 68.0 17.9 43.6 54.6 253.9
SAF [6] 0.1 1.5 2.8 0.4 1.2 2.3 8.3 0.1 0.5 0.7 0.8 3.5 6.3 11.9
SGR [6] 1.5 6.6 9.6 0.3 2.3 4.2 24.5 0.1 0.6 1.0 0.1 0.5 1.1 3.4
NCR [14] 13.9 37.7 50.5 11.0 30.1 41.4 184.6 0.1 0.3 0.4 0.1 0.5 1.0 2.4
DECL-SAF 56.6 82.5 89.7 40.4 66.6 76.6 412.4 68.6 92.9 97.4 54.1 84.9 92.7 490.6
DECL-SGR 64.5 85.8 92.6 44.0 71.6 80.6 439.1 69.7 93.4 97.5 54.5 85.2 92.6 492.9
DECL-SGRAF 65.2 88.4 94.0 46.8 74.0 82.2 450.6 73.0 94.2 97.9 57.0 86.6 93.8 502.5

80%

SCAN [20] 1.1 5.0 8.7 0.4 1.3 2.3 18.8 10.2 29.9 42.0 0.1 0.7 1.1 84.0
VSRN [22] 0.3 1.4 2.1 0.6 2.0 3.3 9.7 1.4 5.3 8.8 0.7 2.8 5.4 24.4
IMRAM [4] 0.1 1.2 2.7 0.3 1.0 1.5 6.8 1.3 5.0 8.3 0.2 0.6 1.3 16.7
SAF [6] 0.0 0.8 1.2 0.1 0.5 1.1 3.7 0.2 0.8 1.4 0.1 0.5 1.0 4.0
SGR [6] 0.2 0.3 0.5 0.1 0.6 1.0 2.7 0.2 0.6 1.0 0.1 0.5 1.0 3.4
NCR [14] 1.5 6.2 9.9 0.3 1.0 2.1 21.0 0.1 0.3 0.4 0.1 0.5 1.0 2.4
DECL-SAF 46.9 73.7 83.0 32.1 59.0 69.4 364.1 59.3 87.9 94.8 46.3 79.1 88.9 456.3
DECL-SGR 44.4 72.6 82.0 33.9 59.5 69.0 361.4 60.0 88.7 94.5 45.9 78.8 88.3 456.2
DECL-SGRAF 53.4 78.8 86.9 37.6 63.8 73.9 394.4 64.8 90.5 96.0 49.7 81.7 90.3 473.0

Table 1: Performance comparison with different mismatching rates (MRate) on Flickr30K and MS-COCO 1K.

CC152K MS-COCO 5K
Image→ Text Text → Image Image → Text Text → Image

Methods R@1 R@5 R@10 R@1 R@5 R@10 Sum R@1 R@5 R@10 R@1 R@5 R@10 Sum

SCAN [20] 30.5 55.3 65.3 26.9 53.0 64.7 295.7 44.7 75.9 86.6 33.3 63.5 75.4 379.4
VSRN [22] 32.6 61.3 70.5 32.5 59.4 70.4 326.7 53.0 81.1 89.4 40.5 70.6 81.1 415.7
IMRAM [4] 33.1 57.6 68.1 29.0 56.8 67.4 312.0 53.7 83.2 91.0 39.7 69.1 79.8 416.5
SAF [6] 31.7 59.3 68.2 31.9 59.0 67.9 318.0 53.3 - 90.1 39.8 - 80.2 -
SGR [6] 11.3 29.7 39.6 13.1 30.1 41.6 165.4 56.9 - 90.5 40.2 - 79.8 -
SGRAF [6] - - - - - - - 57.8 - 91.6 41.9 - 81.3 -
NCR [14] 39.5 64.5 73.5 40.3 64.6 73.2 355.6 58.2 84.2 91.5 41.7 71.0 81.3 427.9
DECL-SAF 36.6 63.0 73.3 38.5 63.2 73.5 348.1 57.1 83.1 90.8 39.8 68.9 79.4 419.1
DECL-SGR 36.2 63.6 73.2 37.1 63.6 73.7 347.4 56.7 83.4 90.5 40.2 68.9 79.9 419.6
DECL-SGRAF 39.0 66.1 75.5 40.7 66.3 76.7 364.3 59.2 84.5 91.5 41.7 70.6 81.1 428.6

Table 2: Performance comparison on CC152K and MS-COCO 5K.
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of R@5 in text and image retrieval, respectively. Moreover, the sum
score of DECL-SGRAF outperforms all the baselines, indicating
that our DECL could improve the overall robustness against noisy
correspondence. Besides, for the exiting cross-modal methods (e.g.,
SAF and SGR), our DECL could greatly improve the robustness of
their original models against real noise.

4.4 Ablation Study
In this section, we conduct ablation studies under 40% noise on
Flickr30K to investigate the contributions of different proposed
components in our DECL, i.e., Lℎ , L𝑚 , and L𝑘𝑙 . For a fair compar-
ison, each component is evaluated on the same training and testing
settings. The experimental results are reported in Table 3. From the
results, one could observe that the full version of our DECL could
achieve the best overall performance of cross-modal retrieval. Thus,
each component contributes to the robustness of cross-modal re-
trieval against noisy correspondence. Compared with the results of
the standard SGR in Table 1, one could find that both the proposed
CEL and RDH could remarkably improve the robustness against
noisy correspondence, which demonstrates the effectiveness of our
CEL and RDH.

Evidential loss Image → Text Text→ Image
Lℎ L𝑚 L𝑘𝑙 R@1 R@5 R@10 R@1 R@5 R@10

✓ ✓ ✓ 69.0 90.2 94.8 50.7 76.3 84.1
✓ ✓ 68.9 89.4 94.1 48.8 75.1 83.3

✓ ✓ 66.7 89.2 93.6 49.0 75.8 83.6
✓ 67.5 89.1 94.1 48.9 76.3 83.7

✓ 68.0 89.5 94.1 48.7 74.5 82.1

Table 3: Ablation studies for DECL-SGR on Flickr30K with
40% noise.

4.5 Robustness Analysis
In this section, we conduct some comparison experiments with dif-
ferent hinge-based losses (i.e., HTR,MH, and RDH) to quantitatively
investigate the robustness of our RDH against noisy correspondence
as shown in Table 4. From the experimental results, one could find
that the original SGR with MH performs poorly under noisy corre-
spondence, probably because that MH pays too much attention to
the hardest negative samples to capture the correct correspondence
in clean data. That is to say, the hardest negative samples of noisy
queries usually produce large wrong gradients because it’s harder
to optimize irregular noisy correspondence. Thanks to focusing on
all negative samples, SGR′ with HTR could improve the robustness
of SGR against noisy correspondence, which indicates that the bot-
tom easy negatives contain more correct information contributing
to robust training than the top hard negatives in the retrieved rank-
ing list. However, this indiscriminative usage of all negatives will
prevent the model from focusing on the key points. By dynamically
increasing the hardness of negatives, our RDH could remarkably
improve the robustness of HTR against different levels of noise.

4.6 Visualizing Uncertainty
In this section, we carry out experiments under 20% noise on
Flickr30K to visually investigate the evolution of uncertainty in the

Image → Text Text → Image
Noise Methods R@1 R@5 R@10 R@1 R@5 R@10 Sum

20%
SGR 30.9 59.8 67.4 26.7 50.7 61.0 296.5
SGR′ 62.9 87.1 93.5 45.8 73.0 81.5 443.8
SGR* 68.2 90.2 95.5 50.8 77.0 84.4 466.1

40%
SGR 13.1 33.7 45.4 15.1 34.5 45.3 187.1
SGR′ 51.6 78.5 87.0 34.3 62.5 72.5 386.4
SGR* 63.7 85.6 91.9 46.5 72.1 77.2 437.0

60%
SGR 0.3 1.4 3.1 0.2 1.0 1.8 7.8
SGR′ 34.7 62.4 72.8 23.0 46.4 57.1 296.4
SGR* 42.6 70.7 81.6 29.7 57.3 67.9 349.8

80%
SGR 0.0 0.2 0.6 0.1 0.6 1.0 2.5
SGR′ 8.1 21.7 30.9 5.4 16.3 24.0 106.4
SGR* 25.1 52.3 64.4 16.9 40.2 52.9 251.8

Table 4: Performance comparison of SGR with different loss
functions on Flickr30K under different noise rates. SGR [6]
is the original version with Max of Hinge loss (MH) focused
on the hardest negatives. SGR′ trains SGR with the Hinge-
based Triplet Ranking (HTR) loss focused on all negatives.
SGR* trains SGR with our Robust Dynamic Hinge (RDH) loss
focused on the top-𝑛 (smoothly attenuating) hard negatives.

training process. As shown in Figure 3, one could observe the polar-
izing evolution: the uncertainty of clean pairs gradually becomes
smaller and smaller, while that of noisy ones increases higher and
higher, which verifies the effectiveness of uncertainty estimation
for noisy correspondence. Therefore, the uncertainty could natu-
rally be exploited to classify the noisy and clean pairs, boosting the
robustness against noisy correspondence.

4.7 Qualitative Result
To illustrate the advantages of our DECL, some retrieved examples
for cross-modal retrieval are presented in Figure 2. Different from
the existing methods, our DECL could not only retrieve samples
across different modalities but also estimate the uncertainty of the
retrieved results as shown in Figure 2. From the qualitative exam-
ples, one could see that the overall uncertainty negatively reflects
the global retrieval performance. Specifically, the amount and rank-
ing of correctly retrieved results will impact the score of uncertainty.
The more and higher up the correct retrieved results are, the lower
the uncertainty is, and vice versa, e.g., Figure 2(a,d) and Figure 2(c,f).
However, the deterministic similarity is not enough to reflect the
confidence of cross-modal retrieval. That is to say, high similarity
might infer incorrect retrieval, but the uncertainty could provide
correct evaluations, e.g., incorrect retrieval with high similarity and
high uncertainty in Figure 2(c). Hence, by quantifying the retrieval
uncertainty, our DECL could greatly increase the interpretability
of the cross-modal model.

4.8 Efficiency Analysis
To verify the efficiency of our DECL, we conduct an efficiency analy-
sis by comparing the best baseline (NCR) and our DECL. Specifically,
we record the graphics memory (NVIDIA Tesla V100S-32 GB), the
memory, and the average training time per epoch on the Flickr30K
dataset with 20% noise as shown in Table 5. From the experimen-
tal results, one could see that our DECL achieves a remarkable
improvement in training time by 40.25%.



MM ’22, October 10–14, 2022, Lisboa, Portugal. Yang Qin et al.

1. a young girl wearing a bulky red life 
jacket floating in a lake . (0.7776) ✓

2. A girl wearing a life vest floats in 
water . (0.7682) ✓

3. A girl floating wearing a life vest .
(0.7549) ✓

4. A young girl floats on her back in 
water and peers over her life jacket .
(0.7209) ✓

5. The little girl is wearing a floating 
device in the water . (0.6797) ✓

1. The man with pierced ears is wearing 
glasses and an orange hat . (0.7302) ✓

2. A man wears an orange hat and glasses .
(0.7234) ✓

3. A man with gauges and glasses is 
wearing a Blitz hat . (0.6479) ✓

4. A man with glasses is wearing a beer 
can crocheted hat . (0.5975) ✓

5. A man in a hat and a man in glasses 
talk on the side of the road as a man 
walks past them . (0.5722) ✗

(b) Overall Uncertainty: 0.5534 (c) Overall Uncertainty: 0.9444

1. A Somebody took a photo of a girl with 
long black hair taking a photo . (0.6225) ✗

2. A male and female singing a song together 
outside . (0.6092)✗

3. A man is taking a video of another man 
while a few others look on . (0.5993) ✗

4. A girl shows her camera to other girls .
(0.5930) ✗

5. A girl looking through binoculars .
(0.5893) ✗

Query: A very young child in a denim baseball cap eats a green apple . Query: The brown dog is jumping a hurdle over a yellow and black pole .  Query: A large green metal ball is in a plaza .

(f) Overall Uncertainty: 0.9996(e) Overall Uncertainty: 0.7383(d) Overall Uncertainty: 0.1120

(a) Overall Uncertainty: 0.2427

0.8116 0.5395 0.4625 0.6449 0.6286 0.5726 0.4634 0.4275 0.3339

Figure 2: Some retrieved examples of cross-modal retrieval on Flickr30K under 40% noise. For each image query, we show the
top-5 ranked sentences, i.e., (a)-(c). The correctly matched texts are marked with a green tick, otherwise the red cross. For each
sentence query, we show the top-3 ranked images from left to right, i.e., (d)-(f). We outline the correctly matched images in
green boxes and incorrectly matched ones in red boxes. Estimated uncertainty and similarity (i.e., bold font with bracket in
sentences, and white font with blue background in images) are given in sub-captions and exemplars, respectively.

(a) Initial distribution (b) Epoch 1 (c) Epoch 10 (d) Epoch 40

Figure 3: We visualize the uncertainty distribution of clean and noisy pairs at different training stages of our DECL, which is
conducted on Flickr30K under 20% noise. Thanks to our DECL, the uncertainty of clean pairs gradually approaches the left
(low) and the uncertainty of noisy pairs tightly gathers to the right (high).

Methods G-memory (𝑀𝐵) Memory (𝐺𝐵) Time (𝑆)

NCR 12,619𝑀𝐵 13.60 𝐺𝐵 5155.95 𝑆
DECL-SAF 11,661𝑀𝐵 13.61 𝐺𝐵 1343.56 𝑆
DECL-SGR 12,607𝑀𝐵 13.62 𝐺𝐵 1736.97 𝑆
DECL-SGRAF 12,607𝑀𝐵 13.62 𝐺𝐵 3080.53 𝑆

Table 5: Training efficiency comparison in terms of graphics
memory, memory, and time cost. The reported per-epoch
time is the average time for 40 epochs.

5 CONCLUSION
This paper studies a challenging paradigm of noisy labels, i.e., noisy
correspondence, which will introduce mismatched pairs into the
training data leading to performance degradation. To address this
problem, we present a generalized Deep Evidential Cross-modal
Learning framework (DECL) to capture the uncertainty of noise
with the CEL and be immune to the noisy perturbation using the

proposed RDH, thus embracing the robustness against noisy corre-
spondence. Furthermore, extensive experiments are carried out to
verify the effectiveness of our DECL in mitigating noisy correspon-
dence.
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